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Impact of foreign aid on economic growth of sub-Saharan African countries

By

Aschalew Shiferaw

Abstract

This paper was aimed at presenting a synthesized empirical literature on the effectiveness of foreign aid on bringing economic growth to recipient sub-Saharan African countries. This is done by extensively reviewing both theoretical and empirical literatures on the impact and effectiveness of official development assistance (ODA) or foreign aid on economic growth of LDCs. Dozens of studies produced over the past few decades have assessed the relationship between foreign aid and growth through econometric analysis of cross-country (or “macro”) data relating the two variables. These studies have consistently turned up inconclusive or contradictory results. In our current empirical review focusing on recent studies, we came to know the conflict in on the effectiveness of foreign aid is still there. While majority of the current literatures works find positive effect of foreign aid on growth, others studies recognize an inhibiting role of foreign aid in economic growth. Still others support neither positive nor negative impact of foreign aid on growth. On the other hand, studies conducted exclusively in Ethiopia found the foreign aid has positive and significant effect on economic growth of the country while found negative relationship between foreign aid and economic growth of the country. Non-econometrics indicators of aid effectiveness used by the World Bank such as maternal mortality rate, infant mortality rate, incidence of tuberculosis, prevalence of HIV aids show declining trend and thereby indicates aid effectiveness in Ethiopia. Evidence backed by the empirical results, established that good economic policies and quality of institutional factors are found essential for aid effectiveness in bringing economic growth in most of the study that found positive relationship between aid and growth implying that governments and aid agencies should consider these essential factors when it comes to improve aid effectiveness.
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1. INTRODUCTION

Foreign aid is an international payment that comprises of either a loan or a grant, from one country to another; these payments can either be bilateral, multilateral or private assistance from a nongovernmental organization (Todaro and Smith, 2012). The distinction between bilateral- and multilateral aid is that bilateral is a two-way stream meaning that it is sent from one government to the other whereas multilateral aid is given by a coalition of countries and/or organizations to a specific country. Economist requires that foreign aid has to be met by two criterions; (1) the purpose of aid has to be non-commercial and concessional, (2) both the repayment stage and the interest rate should be softer than commercial terms i.e. concessional terms (Todaro and Smith, 2012).

One of the most comprehensive definitions of foreign assistance or Overseas Development Assistance (ODA) is that of the Development Assistance Committee (DAC) of the Organization for Economic Cooperation and Development according to which, aid includes grants or loans to developing countries and territories which are: (i) undertaken by the official sector of the donor country, (ii) with promotion of economic development and welfare in the recipient country as the main objective, and (iii) at concessional financial terms that it must have a grant element of at least 25 percent (OECD, 1985). In addition to these financial flows, technical co-operation is included in ODA, while grants, loans and credits for military purposes are excluded, regardless of their concessionality. It is clear from most of these definitions that one of the fundamental objectives of aid is progress and development in recipient countries.

The history of foreign aid can be drawn as far back as the late 1870s and early 1920s, when the United Kingdom (UK) initiated the discussion on how to finance the development of poor countries which were then British colonies (Mahembe and Mbaya, 2019). Nevertheless, the provision of development aid from one nation to the other nation in the form of bilateral- and multilateral aid, as it is known today, originated after World War II (Ranaweera, 2003). In 1947, the USA established and financed the Marshall Plan which was meant at reconstruction Europe after the war (McGillivray et al., 2006). In the 1960s, ODA constituted around 55% of all net disbursements by DAC countries but has decreased to around 30% in recent years. The proportion of private flows, which include foreign direct investment (FDI) and commercial bank loans, has grown from 29% to 57% over the same period. Despite these shifts, Mahembe & Mbaya (2019) still believe that “foreign aid today is one of the most important factors in international relations and in the national economy of many countries.” Foreign aid has been believed to play an important role in stimulating economic development in a vast majority of recipient developing economies for decades. Since the 1970s, foreign aid has dramatically increased in the developing world. It grew from only 6.836 billion US dollars in 1970 to 49.673 billion US dollars in 2000 and up to 161.075 billion US dollars in 2014 (World Bank, 2017), representing a multiple of 23.563 in 44 years.

The effectiveness of foreign aid to speed up economic growth varies from country to country. While this topic has been studied extensively in the development economics literature, there has been neither a theoretical consensus nor consistent empirical evidence that concludes whether the relationship between foreign aid and economic growth in less developed countries is positive, negative or non-existent. The effectiveness of foreign aid remains controversial and excites polarized opinions. In light of the evidence, some scholars assert that aid plays a pivotal role in promoting economic development in the poorest
countries (Sachs, 2005) while others are highly doubting (Easterly, 2006). Many studies emphasize that aid effectiveness depends crucially on the quality of institutions and policies in the receiving countries (Burnside and Dollar 2000). A large literature studies how aid is spent (e.g., Werker et al., 2009); how it is absorbed in the domestic economy (e.g., Temple and Van de Sijpe, 2017); and how much it ultimately stimulates growth (e.g., Dalgaard et al., 2004), improves human development outcomes (e.g., Boone, 1996), and reduces poverty (e.g., Collier and Dollar, 2002).

Early research on foreign aid, dating back to the 1940s and 1950s, was consistent with the belief of foreign aid effectiveness after the war. It also provided a conceptual foundation for this optimism where foreign aid has been analyzed in the context of the two-gap model of aid, largely based within the tradition of Harrod-Domar growth models. Recognizing the importance of the saving gap, Chenery and Shout (1966) identified that a foreign exchange gap is also problematic because developing countries were unlikely to have the export earnings required to import capital goods for investment. Chenery and Shout (1966) suggested that foreign aid could help fill this gap, which motivated them to develop a “dual gap” model and they generally concluded that foreign aid contributed positively to economic growth in less developed countries. However, White (1992) pointed out that, while high levels of aid were achieved, the anticipated growth was not. Later researchers came to the same conclusion for example the studies of Kosack (2003), and Werlin (2005). The lack of economic growth following the provision of foreign aid motivated a substantial amount of empirical research aiming to analyze the reason for this by investigating the relationship between foreign aid and domestic savings. This body of research found that the connection between foreign aid and domestic savings in less developed countries is not as clear cut as had been previously believed.

During different time period’s recipient countries have had significant outcomes from aid i.e. aid has been successful. In the 1960s Botswana and the Republic of Korea, 1970 Indonesia, late 1980s Bolivia and Ghana and in 1990 Uganda and Vietnam were all recipient countries where foreign aid was successful for the country; the economies went from underdevelopment to rapid development (World Bank 1999). In these countries foreign aid contributed to development policy concepts and financed public services. However, unfortunately foreign aid has also been a complete failure, one example is Zaire, the current Democratic Republic of Congo, aid resulted to ineffectiveness, misguided policies and corruption. Another example is Tanzania, were $2 billion in aid was invested into building roads however the roads deteriorated fast due to lack of maintenance (World Bank, 1999).

However, the practical impacts of aid flows in achieving growth and development of sub-Saharan African countries have not been materialized and this has questioned the place of aid flow in those countries. Besides, the sub-Saharan African countries continue to suffer from economic hardships even though capital inflow in the form of aid has its due importance in some aspects. This raises a question whether foreign aid is a worthwhile in boosting economic growth in the recipient countries in general. Thus, while it is paramount important to draw an empirical relationship between foreign aid and economic growth there is no solid consensus among previous researchers on the actual impacts of foreign aid inflows. Thus, in the paper efforts have been exerted to figure out the effects of foreign aid to economic growth.
1.1. Objectives

The purpose of this paper is to establish and draw empirical evidence on the relationship between foreign aid and economic growth in developing countries.

2. Body (literature Review)

2.1. Definition and Concepts

Rosenstein-Rodan (1961) views that international economic assistance or aid as part of capital inflow which normal market incentives do not provide. In the words of Morgenthau, aid is “the transfer of money, goods and services from one nation to another” (Morgenthau, 1962). However, Morgenthau’s definition seems vague because transfer of resources such as export credits, foreign direct investments (FDIs) or commercial bank loans from developed to developing countries are normally referred to as ‘flows’ (Raffer et al., 1996). White defines aid as: any transfer of resources from rich countries to poor countries which the former choose to call “aid”, i.e. any transfer the effectiveness of which is publicly assessed, though perhaps hypocritically assessed, in terms of the benefit to the recipient (White, 1974”).

Little (1978) define aid as concessional finance designated explicitly for development purposes. They add that by making the provision of concessional capital and resources to countries in need to increment their foreign exchange holdings and domestic savings, these consequently accelerate investment and thereby speed up the pace of the development process (Little 1978). According to Mosley, “aid is money transferred on concessional terms by the governments of rich countries to the governments of poor countries”(Paul 1987). Cassen and Associates are of the view that aid is a “transfer of resources on concessional terms- that is, more generous or ‘softer’ than loans obtainable in the world’s capital markets” (R.Cassen and Associates 1994).

Engberg-Pederson et al., define aid, especially technical assistance, as the transfer of knowledge and skills which can influence the development process by enhancing the skills and qualifications of the labor force and manpower (Engberg-Pedersen et al., 2003). Technical cooperation or technical assistance also includes education or training at home or abroad for developing or recipient country individuals and for teachers, administrators, technical experts, doctors, engineers and other staff working in different departments and ministries (OECD 1985).

2.2. Aid and Growth: Theoretical Developments

2.2.1. The Three Gap Model

The traditional approach to analyzing the macroeconomic effects of aid, and specifically the impact of aid on growth, has been based on the ‘two-gap’ model of Chenery and Stout (1966). The engine of growth is investment and, at early stages of development at least, this requires imported capital goods. However, domestic savings rates tend to be low in low-income countries, such that domestic resources are insufficient to meet desired levels of investment – the savings–investment gap. Similarly, export earnings are not adequate to pay for all the desired capital goods imports – the foreign exchange gap. In filling these gaps, aid can contribute to increased growth rates. Later on the two gap model is extended to the three gap model to account for financing gap. The detail of the three gap model is discussed as in
The three gap model was started at the WB in 1963. It asks what are the main constraints in LDCs; particularly African Economy? Initially, the model identified the main constraint LDCs economies are facing is saving constraint; mainly private saving. Latter on it was argued that in addition to the saving gap, LDCs also face acute shortage of foreign exchange/currency and led to what is known as the exchange rate constraint. These two together give what is known as the Two Gap Model. Recently, a third constraint was identified- the financing gap. All the three together form the Three Gap Model.

i. Saving Gap: The structure of the model is

\[ \text{GDP} = C + I + X - M \]

Note that G is included in C and I.

\[ Y = C + I + X - M \]

Where, GDP or Y is Gross Domestic Product; C is aggregate consumption; I is aggregate investment or gross capital formation (GCF); X is exports; and M is imports.

Furthermore, aggregate consumption (C) is the sum of private consumption (CP) and government consumption (Cg). Moreover, aggregate investment (I) is the sum of private investment (IP) and government investment (Ig). Thus, equation (1) can be rearranged for investment as follows.

\[ I = Y - C + (M - X) \]

In equation (2), the excess of M, over X is assumed to be equal to foreign transfers (F - J).

That is,

\[ M - X = F - J \]

Where, F is net inflow of capital and J is net factor service abroad (i.e., the difference between the interest a country pays for debt servicing abroad and interest in receives from its borrowing). Therefore,

\[ I = Y - C + F - J \]

Equation (4) says that aggregate investment is aggregate/national savings (Y - C = S ) less foreign transfer (F - J). Thus, equation (4) can be written as

\[ I = S + F - J \]

We know that aggregate/national savings (S) is the sum of private saving (S_P) and public saving (Sg). That is,

\[ S = S_p + S_g \]

Moreover, Sg = T - G (which is the excess of government revenue over recurrent or consumption expenditure). Substituting these into equation (5) we get
If private saving is exogenous, then we get

\[ I \leq Sp + (T - G) + F - J \] ................7

Equation (7) says that aggregate investment or gross capital formation (GCF) is limited or constrained by the availability of private saving (Sp). This indicates the limitation saving imposes on investment; since SP* is low investment is also low in Africa. Assuming there are no public saving (Sg = T - G) and foreign transfers (F-J) or foreign borrowing, it is clear that constrained by the availability of private savings (SP). On the other hand, if \( I \geq Sp + (T - G) + F - J \), then the money for investment should come from public savings. Sg = T - G and/or foreign transfers (F - J).

In reality, however, LDCs, particularly in African countries relay more on foreign transfers (F-J)/foreign borrowing to finance their investments because private saving is low and public saving is negative or there is budget deficit. In order to understand, the impact of variables in the right hand side of equation (6) on output (Y) via their effect on investment (I) we assume there exist stable relationship between investment and output. The relationship is expressed as

\[ I = \sigma \Delta Y \] .................8

Where \( \sigma = I/\Delta Y \) = ICOR (incremental output ratio or the efficiency of the investment)

Substituting equation (8) into (6) for investment we get

\[ \sigma \Delta Y = Sp + (T - G) + F - J \] ...............9a

\[ \Delta Y = 1/\sigma [Sp + (T - G) + F - J] \] ............9b

Equation 9b is called the Saving Gap Model. Therefore, the model is used by the World Bank to predict how output will respond to the change in private saving given \( \sigma, Sp, (T-G) \) and (F-J) for the next period. The model indicates that there is positive relationship between private saving and economic growth (shown by change in output). The positive relationship between private saving and economic growth is the basis for many growth theories to conclude saving is an engine of growth.

Rearranging equation (9a), we can get an equation, which shows the relationship between private saving and other variables, particularly with foreign transfer, mainly Aid, and economic growth.

\[ Sp = \sigma \Delta Y - (T - G) - (F - J) \] ..........10

Equation (10) shows an inverse relationship between private saving and aid and proved again positive relationship between private saving and economic growth (shown by change in output). The standard value for sigma (\( \sigma \)) is assumed to be between 3 and 4. It is based on the Harrod-Domar Mode (HDM), which believes that aid flows would augment private saving in developing countries and hence increase output/economic growth. Saving is also an engine of growth in the HDM.

In simple Harrod–Domar growth model in which, at the economy level, labour and capital are imperfect
It is unlikely that low-income economies are labour constrained, so attainable levels of income are determined by the availability and productivity of capital. The domestic savings rate determines the level of investment (or availability of capital) that in turn determines the attainable growth rate (given the productivity of capital). More generally, the level of investment depends on private savings, public savings (the primary budget surplus) and net foreign savings (net investment including aid). If a government desires to increase the growth, then it has to increase savings. If private and public savings are too low (constrained), then aid permits increased investment and growth.

**ii. Foreign Exchange Gap**

In low-income countries it is likely that investment goods need to be imported, implying a need for foreign exchange. Export earnings may be low relative to the need for imported capital goods, giving rise to a foreign exchange gap. Typically, low-income countries are dependent on exports of primary commodities, earnings from which are often relatively low, unstable and often subject to declining terms of trade. Furthermore, they may need to import fuel and food in addition to capital goods. Aid can fill a foreign exchange gap and so permit increased imports of investment goods. In fact, if imported investment goods are combined with domestic investment resources, aid has a greater impact on investment in relaxing a foreign exchange constraint than in relaxing a savings constraint (Bacha 1990). Aid given as ‘cash’ can be effective if it is given (and then used) to relax the greater (binding) constraint.

Recall from the saving gap model that the excess of M over X is assumed to be equal to foreign transfers (F - J). That is,

\[ M - X = F - J \] \[1\]

However, unlike the saving gap model assume that

\[ M = mI + mO \] \[2\]

Where, mI is for investment purpose (such as import of capital goods, raw materials, intermediate goods, etc.) mO is other non-investment imports such as food, cloth, etc. m is marginal propensity to import (MPM); and \(0 < m < 1\).

Substituting equation (2) into the left hand side of the equation (1) we get

\[ mI + mO - X = F - J \] \[3\]

Rearranging equation (3) and solving for investment

\[ I = \frac{1}{m}[X - mO + F - J] \] \[4\]

In equation (4), \(X - m0\) is summarized as \(e^*\) or exchange rate (which is also part of foreign reserve, FR, and is capital inflow to the banking sector), because the factor that determines the value of \(e^*\) or exchange rate is net export \((X - mO)\) or foreign reserve \(FR\). So substituting \(e^*\) or exchange rate for net export \((X - mO)\) in equation (4) we get

\[ I=1/m[e^*+F-J] \] \[5\]
Note that e* or exchange rate is exogenous, which is determined by the external demand for our exports and domestic demand for non-investment imported goods. Equation (5) is called the Foreign Exchange Gap Model. That is, given e*, developing countries need to increase the net flow of capital or foreign transfers (F – J) if they want to expand their investment because they have acute shortage of foreign reserve in the banking system.

Assuming and substituting I =σΔY into equation (5) above and rearranging for change in output we have

\[ \sigma \Delta Y = \frac{1}{m} [e^* + F - J] \] …………6a

\[ \Delta Y = \frac{1}{\sigma m} [e^* + F - J] \] …………6b

Rearranging equation (6a), we can get an equation, which shows the relationship between foreign exchange rate (or foreign reserves) and other variables, particularly with foreign transfer, mainly Aid, and economic growth.

\[ e^* = m \sigma \Delta Y - (F - J) \] …………7

Once again, more often than not, equation (7) shows an inverse relationship between foreign reserve and foreign aid and positive relationship between foreign reserve and economic growth (shown by change in output). More importantly, the inverse relationship between foreign reserve and foreign aid tells you that if a country has excess foreign reserve than the amount of foreign aid flow to that country will decrease and vice versa. Both Sp* and e* indicate that LDCs have limited capacity in increasing their private saving and increase foreign exchange reserve. These are the justifications for the flow of aid to LDCs from developed countries.

iii. The Financing Gap

Bacha (1990) introduces a third gap, the fiscally constrained level of investment. If government resources are limited, public investment may be lower than desired (especially if public and private investment is complementary, as is likely at low levels of development). As most aid goes to government, the fiscal constraint should be relaxed, assuming the aid is used for productive investments.

The essence of the gap approach is that low-income countries may face a number of financing constraints. If sufficient aid is provided to fill the gaps (relax the constraints) and is used to do so (i.e., for investment), the growth rate can be increased. A major issue of concern is whether the aid is actually and fully used for investment. Griffin (1970) raised the specters of fungibility; aid intended for investment is given to governments who may be inclined to ‘divert’ the aid to finance consumption or ‘non-developmental’ expenditure.

The financing gap considered as fiscal policy constraint assume the following

i. The base money is the only source of finance available for the private sector to hold in an economy

ii. Private sector saving constraint is given by

\[ Sp^* = \Delta H/P + Ip \]
Rearranging the equation above, we get

\[ Sp^* - Ip = \Delta H / P \] ………………1

Where, \( H = \) is the stock of base money (high powered money) and is defined as \( H = C + R \), \( Ip = \) is private investment. The change in high powered money is thus given by

\[ \Delta H = f(\pi, \theta); \text{where } 0 < \theta < 1 \] ………………2

Where, \( \pi \) is inflation rate, and \( \theta \) is the marginal propensity to save (MPS) or accumulation of cash balance.

All capital flows are channeled to the government not to the private sector.

Therefore, the consolidated budget constraint to the public sector is given by

\[ Ig \leq f(\pi, \theta) + (T - G) + (F - J) \] ………………3

Where, \( Ig = \) is government investment, which adds to private investment yields. Note that the national investment or GCF is

\[ I = Ig + Ip \] ………………4a

\[ Ip = k * Ig \] ………………4b

Where, \( Ip \) is private investment. Equation (4) states that private investment is a certain proportion (k) of government investment.

It also implies that not only private and public investments have a relationship but also private investment depends on government investment. In other words, private and public investments are complementary. That is to say public investment in infrastructure encourages private investment. Substituting equation (4b) into (4a) we get

\[ I = Ig + k* Ig \]

\[ I = (1 + k*) Ig \] ………………5a

\[ Ig = I / ((1 + k*)) \] ………………5b

Substituting equation (5b) into (3), we have total investment

\[ I / ((1 + k*)) \leq f(\pi, \theta) + (T - G) + (F - J) \] ………………6a

\[ I \leq (1 + k*)[f(\pi, \theta) + (T - G) + (F - J)] \] ………………6b

Equation (6b) is called the financing gap model. In equation (6b), the term \( f(\pi, \theta) \) in the right hand side is money creation. In Africa, government revenue is low because the domestic economy to be taxed is low. The only source is foreign inflow to increase investment. That is why, the IMF and WB help African economy. They say that we will help you by giving borrowing but you help yourself by increasing tax or...
introducing new taxes or reducing government expenditure, and/or maintaining money creation growth constraint because it will be inflationary.

2.2.2. Neo-classical growth models

The standard or ‘old’, neo-classical growth models are based on Solow (1956). A major difference from the Harrod–Domar model is that perfect substitutability between factors (and constant returns to scale) is assumed. In essence, per capita income growth is determined by increases in the capital–labor ratio, which in turn depend on savings and population growth. As with the previous model, aid can only have temporary effects: an increase in savings or in the capital–labor ratio will increase the level of per capita income but does not alter the long-run per capita growth rate. The impact of aid arises as it increases investment, hence increases the capital–labor ratio, and also depends on effects on the savings rate.

The augmented Solow model introduces human capital, specifically technology that increases the productivity of labor. Hudson, J. and Mosley (1994) show that if aid increases labor productivity it can increase the long-run growth rate of per capita income. Take away the many formal elements of Solow’s growth model and the only difference with the gap models, in terms of the impact of aid, is that an additional mechanism is introduced (human capital) through which aid can increase long-run per capita growth rates.

New growth theory incorporates the concept of endogenous technical change, for instant, (Romer 1986, 1990); a textbook treatment can be found in Barro, R. and Sala-I-Martin (1995). Human capital plays an important role, but emphasis is also placed on technological change, especially spillovers, research and development, learning by doing and externalities associated with an increase in knowledge. New growth models also allow for increasing returns to scale. The important consequence is that the theory generates the potential for increasing long-run per capita income growth rates. If imported capital goods (financed by aid) are of a higher level of technology than domestic capital goods, then aid can increase the long-run growth rate.

2.2.3. An aid-financed “big push”

The “big push” argument holds that a large inflow of aggregate aid in social and productive sectors will result in growth across all sectors of society. This is originated from the Jeffrey Sachs school of thought and is based on the theory of a “poverty trap” and consistent low productivity, which prevent poor countries from growing. The big push argument has caught the interest of policy groups and governments and has taken shape through initiatives such as the United Nations (UN) Millennium Project, which advocates high concentrations of aid to specific geographical areas, and the International Finance Facility (IFF), which proposes the frontloading of aid from rich countries to meet the Millennium Development Goals (MDGs) and the G8 pledge to double aid to Africa by 2015. The rationale is quite simple, specifically that the poorest sections of society are too poor to save for the future and are, therefore, prone to becoming trapped into low or negative growth rates. Large increases in aid through multiple organizations (NGOs, government, the private sector) would finance a big push in public investment and increase Africa’s underlying productivity through human, agricultural and industrial development to lift people out of this trap (Sachs 2005). The big push approach is characterized by a holistic approach to improving the lives of the poor, utilizing various forms of foreign aid and delivering a plethora of projects and programs to
enable the attainment of intended goals.

The big push argument is compelling, especially in countries where governments have failed to invest in needed public investment and private alternatives have not been ready to invest sufficiently.

3. The proponent and critics of effectiveness of foreign aid

1.2. The Proponents of Foreign Aid

Sachs is perhaps the most well-known and publically outspoken economist in support of aid. His arguments for aid’s effectiveness are well described in his book ‘The End of Poverty’ (2005). The arguments presented are multifaceted, but three core components of his case can be identified. First, Sachs establishes the moral case for aid by detailing the reach and severity of extreme global poverty. He does so with both macro level statistics and stories from real people he has met who are living within the constraints of extreme poverty. He does this so well that even his main opponent applauds him for it (Easterly, 2005). The second part of his case is the theory behind aid effectiveness, which includes arguments for the “poverty trap” and the “financing gap”. Sachs claims that the extreme poor are in a poverty trap whereby they are “too poor to save... and thereby accumulate the capital per person” needed to lift themselves out of poverty (Sachs, 2005). The argument goes that growth requires investment (i.e. in capital) and investment requires saving. Saving, in turn, can only happen when an economic unit (whether an individual or country) has an income beyond that required for survival. As many individuals or countries have to dedicate all their income to survival, such growth often never occurs. Therefore, aid is effective because it helps ensure capital accumulation and subsequent growth (Sachs 2005).

The need for investment in infrastructure and human capital to propel growth is, therefore, central to Sachs’ theory behind the effectiveness of aid. At the country level, he argues that growth will not happen without government investments in schools, clinics, roads and so on. In theory, every country should be able to assess their development needs and determine the total costs required for these investments. If poor country governments are often unable to meet those investments, a so called “financing gap” between the capital investment a country needs and what they are actually able to provide opens (Sachs 2005). Aid, in theory, can fill that financing gap.

To supplement the theoretical basis for aid, the third part of the argument for aid effectiveness is subjective. Sachs gives many examples of aid successes, including the follow: the Rockefeller Foundation’s financial support of the Green Revolution in Asia; the spread of family planning since the 1950s as supported by the United Nations Population Fund; and the eradication of Polio as supported by organizations such as UNICEF, the World Health Organization and U.S. Centres for Disease Control and Innovation (Sachs, 2005). Sachs uses these examples to support his case for aid by arguing that they are all examples of bringing development successes to scale. The logic goes that if a development project can be found to work at the level of a single village, there is no reason that it cannot be replicated (or scaled) across an entire district, country or continent.

Although Sachs writes for an audience uninitiated in technical economic writing, all of his arguments are supported in the literature. Radelet et al., (2006) summarize this literature by identifying three economic arguments for aid. The first is the classical view (dominant before the ‘90s and very similar to Sachs’ theoretical foundation): “aid will increase growth by augmenting
saving, financing investment and adding to the capital stock”. Second, it has been argued that aid that supports health and education may increase growth by increasing worker productivity. Thirdly, aid could “provide a conduit for transfer of technology or knowledge from rich countries to poor countries (by paying for capital goods imports or through technical assistance)” Radelet et al., (2006). Further, arguments can be made that aid influences policy and improved policy leads to better growth (Kenny, 2008). Such a mechanism would work through donor “influence of local policymakers by providing financial resources, influencing policy debate and formulation, and technical assistance” (Bourguignon and Sundberg, 2007).

1.3. The critics of effectiveness of foreign aid

One of the loudest and most critical opponents of Sachs’ stance on aid effectiveness is William Easterly. His book ‘White Man’s Burden: Why the West’s Efforts to Aid the Rest Have Done So Much Ill and So Little Good’ was released a year after ‘The End of Poverty’ and in many ways was an assault on Sachs’ core logic and arguments. Central to Easterly’s thesis is the idea that top down planning for development (the sort that is required to implement massive aid programs) simply does not work. This is well summarized by Duncan Greene who identifies two core components of Easterly’s arguments: (1) aid fails because its implementation is not accountable or responsive to the people served, and (2) aid creates perverse incentives for bureaucrats (e.g. promotion based on how much money you manage to disburse) that have little to do with development (Greene, 2008). These two arguments form most of the constructive part of Easterly’s case. The rest is predominantly on attack on Sachs and other big aid supporters. As such, understanding Easterly’s is best done through an understanding of his main criticisms of Sachs.

Easterly levels three major arguments against Sachs and other supporters of “the big push” (i.e. those who advocate a major increase in aid in order to propel impoverished nations out of the poverty trap). The first is a rejection of the poverty trap itself. According to Easterly, there is simply no empirical evidence that the poverty trap exists. The poverty trap is based on the premise that extremely poor countries will have little to no growth by virtue of their being poor. Easterly shows that from 1950-2001, the poorest fifth of countries increased their per capita income growth by a factor 2.25, while the richest four-fifths increased by a factor of 2.4 (Easterly, 2006). He also argues that when the same analysis is done by breaking all countries into halves based on how much aid they received “countries with below-average aid had the same growth rate as countries with above average foreign aid” (Easterly, 2006). He cites a number of other statistical tests that he claims shows that economic growth is not “trapped” by poverty (Easterly, 2006).

Easterly’s second argument is related to his first: he rejects the premise of Sachs and others that poor countries “have lousy growth... because of a poverty trap rather than bad government” (Easterly, 2006). Using index ratings of democracy and corruption 1, Easterly tests the causes of slow growth among 24 countries that had the worst democracy and corruption ratings in 1984. His tests reveal that from 1985-2006, “when we control both for initial poverty and for bad government, it is bad government that explains the slower growth” (Easterly, 2006). In general, Easterly rejects the poverty trap because there is “no evidence that initially poor countries are at a growth disadvantage once you control for good government” (Easterly, 2006). Aid, therefore, is to be judged ineffective because it is bound to be confounded by corruption and poor governance.
The third and final attack that Easterly levels at Sachs’ insistence on the effectiveness of aid is simply a reference to the academic research that shows that aid does not lead to growth. He begins by citing a 1996 paper by Peter Boone of the London School of Economics that found that aid finances consumption and not investment (Easterly, 2006). Next he attacks a seminal paper (Burnside and Dollar, 2000) that found that aid contributes to growth in good policy environments. Easterly further supports his case by citing other studies that demonstrate there is a lack of evidence that aid leads to growth (Rajan and Subramanian, 2005).

Three major constraints on the possibility of aid being effective are: the fungibility of aid, the so-called Dutch Disease, and limited absorptive capacity (Riddell, 2007). The fungibility of aid refers to the fact that recipient governments are not beholden to spend aid in certain ways: “An aid-recipient country could render ear-marked aid fungible by reducing its own resources in the sector that receives aid and transferring them to other sectors of the budget” (Feyzioglu et. al, 1998). Dutch disease is a possible negative unintended effect of aid that causes upward pressures on the exchange rate of aid recipient currency and therefore a decline in relative economic competitiveness (Riddell, 2007). This happens because of “a shift of production from tradable goods and services (such as food or textiles), towards non-tradable goods and services (such as teaching or health care)” (Barder, 2006). A third reason to expect aid’s impact to be negative is limited absorptive capacity of recipient countries. This refers to the fact that recipient governments can find it difficult to use aid efficiently and effectively. Countries may not be able to properly “absorb” aid because of the macro-economic management challenges it presents, its undermining of institutions (e.g. by drawing talented staff away from institutions into the aid industry or by transferring political accountability from governments to donors) or their lack of resources (such as personnel or infrastructure) to implement the desired/demanded aid projects (Clemens and Radelet, 2003).

In Dead Aid, Dambisa Moyo argues that it is high time to stop giving foreign aid to African nations. The provocative thesis is based on what she considers obvious evidence: over $1 trillion dollars’ worth of ‘development assistance’ has been given to African nations, and they don’t seem to be any better off for it. So she thinks: The notion that aid can alleviate systemic poverty, and has done so, is a myth. Millions in Africa are poorer today because of aid; misery and poverty have not ended but increased (Moyo, 2009). Aid has been, and continues to be, an unmitigated political, economic, and humanitarian disaster for most parts of the developing world.

Moyo comes out with guns blazing against the aid industry—calling it not just ineffective, but “malignant.” Despite more than $1 trillion in development aid given to Africa in the past 50 years, she argues that aid has failed to deliver sustainable economic growth and poverty reduction—and has actually made the continent worse off. Moyo opens her case by writing, “Between 1970 and 1998, when aid flows to Africa were at their peak, poverty in Africa rose from 11 percent to a staggering 66 percent.” Today Africa is the only continent where life expectancy is less than age 60. Sub-Saharan Africa remains the poorest region in the world, where literacy, health, and other social indicators have plummeted since the 1970s (Wales, 2009).

Moyo (2009) believes it’s high time for African countries to follow the international lead and fend
for themselves -- on international capital markets, for example. Moyo sets a five-year window to give
African countries time to wean themselves off aid and get used to doing without it, and by that time the
global economic situation may have changed, but at this time (early 2009) her recommendations would
fall in the face of the new world order (i.e. global credit crisis). Credit markets have largely dried up,
leaving institutions and credit-rating agencies have been discredited, and even the outlook for cash-flow
via remittances looks far less rosy than it did just a few months ago. Neither international finance nor
global trade is dead, but African nations surely face an even more difficult time than usual in dealing
with either.

1.4. Recent empirical evidence on aid and growth

Azam & Feng (2022) started this study with the puzzle whether foreign aid actually increases economic
growth or not. As the moral argument is that poor countries should be provided with foreign aid so
that they can economically develop, it is important to empirically identify the impact of foreign aid on
economic growth. The literature on this subject witnesses conflicting evidence. While some works find
positive effects of foreign aid on growth, others discern an inhibiting role of foreign aid in economic
growth. Still others support neither positive nor negative impact of foreign aid on growth. In their study,
Azam & Feng (2022) take a different look at the puzzle, using the most recent sample for developing
countries where data are available for our variables. This effort is conducted with two characteristics:
First, they use a fixed five-year average for economic growth as a leading dependent variable, followed
by the five-year averages of the independent variables as the lagging variables, which include foreign aid.
This approach has two advantages: solving the endogeneity problem between foreign aid and economic
growth and avoiding the short-term shocks and noise in the annual data about the economy. Second, they
look at both the aggregate sample and disaggregate samples. While the results from the aggregate sample
do support the view that foreign aid promotes economic growth, the findings from the disaggregate
samples show conflicting results regarding the relationship between foreign aid and economic growth.
In particular, we find that foreign aid stimulates growth only among the low middle-income group. The
impact of foreign aid on growth in low income and upper middle-income countries does not produce
positive results and may well worsen economic growth. The results support the argument of Easterly
(2006); and Moyo (2009).

The study conducted by Duramany-Lakkoh (2021) considered the impact of foreign aid on the economic
growth in Sierra Leone covering the period 1970 to 2018. Foreign aid is expected to stimulate economic
growth by supplementing domestic sources of finance such as savings; thereby increasing the amount
of investment and capital stock in the country. Despite its importance, foreign aid has been observed
in Sierra Leone as rather than impacting positively on infrastructure and economic development, it
only resulted in waste and unproductive public consumption because of perceived corruption, policy
implementation and weak institutions (Ugwuegbe et. al. (2016); Easterly (2006); Chang (2007); Moyo
(2009) and Stiglitz (2002) further maintained that rather than assisting poor African nations to develop,
foreign aid further impoverishes them.

Asongu & Nwachukwu (2016) has investigated the effect of foreign aid on governance in order to
extend the debate on this subject and to verify common positions, from Moyo’s ‘Dead Aid, Collier’s
‘Bottom Billion’ and Eubank’s ‘Somaliland’ in particular. The empirical evidence is based on updated
data from 52 African countries for the period 1996–2010. An endogeneity robust instrumental variable two-stage-least squares empirical strategy has been employed. The findings reveal that development assistance deteriorates economic (regulation quality and government effectiveness) and institutional (corruption-control and rule of law) governance, but has an insignificant effect on political (political stability and voice and accountability) governance. While, these findings are broadly in accordance with (Moyo 2009) and Collier (2007) on weak governance, they neither confirm the (Eubank 2012) position on political governance nor the Asongu (2012) stance on the aid-corruption nexus in his debate with Okada and Samreth (2012).

Tang & Bundhoo (2017) examine the relationship between foreign aid, determined by the official development assistance (ODA), and the economic growth rate of the Sub-Saharan Africa’s ten largest recipients of foreign aid, for a 23-year period from 1990 to 2012. These ten countries include Ethiopia, the Democratic Republic of Congo, Tanzania, Kenya, Cote d’Ivoire, Mozambique, Nigeria, Ghana, Uganda and Malawi. Tang & Bundhoo (2017) find that aid by itself does not have significant impact on economic growth. However, the variable aid interacted with the policy index was found to be statistically significant and positive, which means that aid tends to increase growth rate in a good policy environment. They also included the institutional quality index and its interaction term in the model and found that institutional quality has a positive and significant impact on growth; however, none of the aid variables was significant. In addition, they also test the two-gap growth model which states that foreign aid enhances economic growth through investment and imports. The results show that foreign aid is a good ingredient for supplementing investment and imports requirements in these ten countries. Tang & Bundhoo (2017) believe that given foreign aid is conditional on the economic, political and institutional environment of the recipient country; this can explain why aid effectiveness is insignificant in the Sub-Saharan Africa region where bad governance is a core issue on the region.

Tawiah & Karungi (2020) have examined the impact of recipient governments’ political orientation on the use of foreign aid using 16 African countries over 21 years. Their analyses reveal the following findings. First foreign aid has a significant impact on economic growth regardless of the government being leftist or rightist because GDP is an overall measure of economic growth affected by negative and positive of different segments. However, foreign aid is used differently under each political orientation. Second, political party uses foreign aid on a specific area of the county’s development in accordance with its political orientation. Leftists’ political parties are more likely to use aid on pro-poor growth projects such as poverty reduction, basic education, and health services. On the other hand, rightist political parties, are likely to use aid effectively in promoting their free-market and private sector growth agenda. Precisely, rightists are more likely to use aid in promoting private sector growth and investing in long term infrastructure projects. Thus, the political orientation of the recipient country matters in the debate of aid-usage effectiveness.

Masha et al. (2017) highlights a further issue: the heterogeneous effects of foreign aid on growth across less developed countries. Most studies have pooled all of the developing countries together, treating them as homogenous, despite that developing countries are vastly different across both observable and unobservable dimensions. Developing countries differ in their stages of development, per capita income, socio-economic, financial, and political characteristics. For this reason, the World Bank (2012) broadly classifies the developing countries into two categories: low income developing countries (LIDCs)
and high income developing countries (HIDCs) based on per capita income. Masha et al. (2017) hypothesized that the relationship between foreign aid and economic growth should be different among LIDCs and HIDCs. For this reason, they analyze the relationship between foreign aid and economic growth separately for LIDCs and HIDCs, producing estimates using samples which are more likely to be homogenous. Accordingly, they found that foreign aid has positive effects on growth in high-income developing countries and negative effects on growth in low-income developing countries. Future research should be directed towards capturing this heterogeneous effect of regional foreign aids based on project-based case studies in each sector (Maruta et al., 2020).

According to Maruta et al. (2020), policy-makers also need to be mindful of the sensitivity of foreign aid to the quality of institutions in developing countries. Countries with better institutions may find it more desirable to promote higher growth by directing aid flows to education (South America) and health sectors (Asia). Since the relative importance of foreign aid changes for regions, the focus on aid effectiveness also shifts from one sector to another. This is a significant finding and has strong policy implications for international aid organizations.

Sethi et al. (2019) examines the relationship between foreign aid and economic growth for India and Sri Lanka using annual time series data from 1960/61 to 2014/15. This study uses various time series techniques such as Johansen–Juselius test, Granger causality test and VAR modeling to find out the short-run and long-run equilibrium dynamics among the variables under consideration. The empirical results confirm that long-run relationship exists among foreign aid inflows, economic growth, trade, inflation, domestic investment and financial development in India. However, in Sri Lanka, foreign aid does not have a significant impact on growth, both in the long-run and short-run. The governments of the respective countries are thus required to make efforts in employing proper monetary and fiscal policies in order to stabilize the domestic economic cycle as well as external economic transformation in accordance with the impact of foreign aid on economic growth in each of them.

Taking 95 developing countries as a sample, Yiew & Lau (2018) empirically investigates the role and the impact of foreign aid (ODA) on economic growth (GDP). They also include foreign direct investment (FDI) and population (POP) as the control variables. The panel data results indicate that a U-shape relationship exists between foreign aid and economic growth. Initially, foreign aid negatively impacts the countries’ growth and over a period of time, it positively contributes to economic growth. Further, the results strongly support the view that both FDI and POP are more important determinants of GDP, implying that GDP is less likely to depend on ODA. Strengthening the legal framework would be essential for these countries while their over dependency on the influx of ODA might lead to negative impacts on the growth as a whole. Importantly, effective management of foreign aid would ensure the achievement of Sustainable Development Goals (SDG).

Abate (2022) was undertaken based on data collected from credible sources over the period spanning 2002–2019 on 44 developing countries across the world. Employing system GMM method with quadratic specification, currently a popular method in regressions involving endogenous variables, the study detected non-linear relationship between aid and economic growth where by the contribution of aid to economic growth is positive only at lower level (no more than 8–9% of GDP) and become harmful at a higher level Abate (2022). By employing dynamic panel regression model, it is also shown that
institutional quality and economic growth are of utmost importance in shaping the relationship between aid and economic growth. In order for aid to stimulate economic growth in the sampled countries, the average institution quality indicators should be fairly above −0.614. Abate (2022) established threshold level of aid below and above which the effect of aid on economic growth vary for all of the 44 countries taken together. However, it would be better to see if the threshold level varies with income level and regions by considering even larger panel dataset. Other than institutional quality and economic freedom, there might be significant mediator/moderator variables like human capital and financial development in the relationship between aid and economic growth.

Meaza (2018) has attempted to investigate whether there is long run relationship between official development aid and economic growth of Ethiopia for the time period extended from 1981 to 2015. To do so, multivariate cointegration technique was employed for the analysis of the long run relation where VECM analysis is used to assess the short run relationships and its linkage with the long run equilibrium path. The study confirmed that ODA and economic growth of Ethiopia are negatively related in the short run but in the long run, it has positive and significant effect on the economic growth of the country.

Foreign aid remained an important source of finance for capital scarce (poor) countries and continued to play a multifaceted role in financing their development needs (Tadesse 2011). Despite the massive literature on the subject, a consensus has not been reached by researchers regarding the growth impact of aid. On his study of the macroeconomic impact of aid in Ethiopia with special emphasis given to the impact of foreign aid on domestic capital formation and economic growth, an annual data covering the period 1970 to 2009 was employed. The empirical result from the investment equation estimated shows that aid has a significant positive impact on investment in the long run. Its positive impact is not limited only to the long run but also aid finances investment in the short run. On the other hand, volatility of aid by creating uncertainty in the flow of aid has a negative influence on domestic capital formation activity. Tadesse (2011) has also examined the growth impact of aid, among other variables and its interaction with policy index. The result from the growth equation revealed that aid contributed positively to economic growth in the long run, but its short run effect appeared insignificant. In the contrary, when aid is interacted with policy, the growth impact of aid is negative implying the deleterious impact of bad policies on growth in the long run.

Setargie (2015) has examined the impact of foreign aid on economic growth in Ethiopia through transmission channel (i.e., through financing investment) over the period 1980/01 to 2013/14 using multivariate co integration analysis. The empirical result from the growth model shows that aid has a significant positive impact on growth in the long run. The empirical result from investment model also indicated that the positive and significant contribution of aid on investment in the long run. In other words the theoretical view of the gap models which is Aid can enhance growth by financing the saving gap is proven in this study. This study indicated also that the country has no problem of capacity constraint as to the flow of foreign aid

Mahembe & Mbaya Odhiambo (2019) investigates the causal relationship between foreign aid and poverty reduction in 82 developing countries over the period 1981–2013. The study used the Pedroni (1999, 2004) panel cointegration and the dynamic VECM Granger causality tests in a trivariate setting with real GDP per capita as an intermittent variable. The main findings from the panel VECM Granger causality analyses are that in the short-run, there is evidence of a (i) unidirectional causal relationship
from GPD per capita to foreign aid; and (iii) unidirectional causality from poverty rate to foreign aid. In the long-run, the study found that (i) foreign aid tends to converge to its long-run equilibrium path in response to changes in per capita GDP, and headcount poverty rates and (ii) both GDP per capita and poverty rate jointly Granger cause foreign aid in the long run. Lastly, the study found a strong joint causal flow from poverty rate and GDP per capita to foreign aid.

Hussen and Lee (2012) investigate the impact of foreign aid on investment and economic growth of Ethiopia for the period 1971-2010. The result indicates that foreign aid has a statistically significant positive impact on domestic investment, while aid’s positive impact on per capita GDP growth does not depend on any macroeconomic policy conditionality. Rather, aid effectiveness depends on the peculiar social, political and economic institutions of particular periods. Aid is effective during both socialist and democratic regimes. However, aid’s impact on growth was greater for socialist regimes.

Summary of the recent empirical studies was presented in the following table. In Table 1, recent studies with their respective author/s, sample data used, the methodology employed and their major findings are summarized.

Table 1: Summary of Recent Empirical Study on the Nexus between Aid and Economic Growth

<table>
<thead>
<tr>
<th>Author/s</th>
<th>Sample data, Country/s</th>
<th>Methodology</th>
<th>Dependent Variable</th>
<th>Independent variable</th>
<th>Empirical finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azam &amp; Feng (2022)</td>
<td>Data from 37 developing countries consisting of low income, lower middle income, and upper middle-income groups over the period from 1985 to 2018.</td>
<td>FE Fixed-effects estimator, RLS RobustLeast Squares estimator</td>
<td>Growth rate in GDP per capita (US$)</td>
<td>Aid received as ratio of GDP, Inflation, net inflows as ratio of GDP, Trade openness, Education is measured as the gross secondary school enrollment (%)</td>
<td>Foreign aid stimulates growth only among the low middle-income group. Foreign aid does not produce positive impact and may well worsen economic growth in low income and upper middle-income countries.</td>
</tr>
<tr>
<td>Asongu &amp; Nwachukwu (2016)</td>
<td>Data from 52 African countries for the period 1996–2010.</td>
<td>Robust IV 2SLS</td>
<td>corruption-control and rule of law, regulation quality, and government effectiveness</td>
<td>Net Development Assistance (NODA), NODA from multilateral donors, NODA from DAC countries, Political stability, Regulation quality, Rule of law, Voice and accountability, Population growth, Trade, Democracy, Public investment</td>
<td>Development assistance deteriorates economic (regulation quality and government effectiveness) and institutional (corruption-control and rule of law) governance, but has an insignificant effect on political (political stability, voice and accountability) governance.</td>
</tr>
<tr>
<td>Study</td>
<td>Data Description</td>
<td>Methodology</td>
<td>Model/Variables</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>-------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Tang &amp; Bundhoo (2017)</td>
<td>SSA ten largest recipients of foreign aid over a period of 23 years from 1990-2012</td>
<td>Pooled OLS, FE, RE FD, and 2SLS</td>
<td>Growth rate in GDP per capita (GGDP).</td>
<td>Aid by itself does not have significant impact on economic growth.</td>
<td></td>
</tr>
<tr>
<td>Tawiah &amp; Karungi (2020)</td>
<td>Data from 16 African countries</td>
<td>ARDL, Cointegration</td>
<td>GDP growth</td>
<td>Foreign aid has a significant impact on economic growth.</td>
<td></td>
</tr>
<tr>
<td>Masha et al., 2017</td>
<td>Annual data for 55 LIDCs and 56 HIDCs from 1970 to 2010.</td>
<td>GMM</td>
<td>GDP</td>
<td>Foreign aid has positive effects on growth in high-income developing countries and negative effects on growth in low-income developing countries.</td>
<td></td>
</tr>
<tr>
<td>Abate (2022)</td>
<td>A panel data covering the period 2002–2019 was collected from 44 developing countries of the world.</td>
<td>System GMM &amp; DP threshold regression</td>
<td>Real GDP/capita</td>
<td>Foreign aid and economic growth takes inverted U shape indicating the existence of optimal level of aid</td>
<td></td>
</tr>
<tr>
<td>Yiew &amp; Lau (2018)</td>
<td>2005 through 2013 (nine years panel data) for 95 developing countries</td>
<td>Pooled OLS, Random Effects (RE), Fixed Effects (FE), and Robust FE</td>
<td>GDP</td>
<td>Initially, foreign aid negatively impacts the countries’ growth and over a period of time, it positively contributes to economic growth.</td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Sample/Period</td>
<td>Methodology</td>
<td>Variables</td>
<td>Findings</td>
<td></td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Tang &amp; Bundhoo (2017)</td>
<td>A sample of ten countries over a period of 23 years from 1990 to 2012.</td>
<td>Pooled OLS, FE, RE, FD, and 2SLS</td>
<td>Real GDP per capita growth rate, Investment and import</td>
<td>The results show that foreign aid is a good ingredient for supplementing investment and imports requirements in these ten countries.</td>
<td></td>
</tr>
<tr>
<td>Mahembe &amp; Odhiambo (2019)</td>
<td>82 developing countries for the period 1981–2013</td>
<td>Panel VECM Granger causality test</td>
<td>Economic Growth, poverty, and ODA</td>
<td>The study found a strong joint causal flow from poverty rate and GDP per capita to foreign aid.</td>
<td></td>
</tr>
<tr>
<td>Duramany-Lakkoh, (2021)</td>
<td>data for the period 1970 to 2018, Sierra Leone</td>
<td>cointegration and error correction methodology by Johansen and Juselius (1990)</td>
<td>GDP= Gross Domestic Product, FA= Foreign Aid Flows EXCR= Exchange Rate IMPT = Import EXPT= Export, FDI= Foreign Aid flow OPN = Openness of the economy PPG = Population growth</td>
<td>Foreign aid in Sierra Leone is positively and significantly related to economic growth both in the short run and long run.</td>
<td></td>
</tr>
<tr>
<td>Meaza (2018)</td>
<td>1981 to 2015, Ethiopia</td>
<td>VECM</td>
<td>GDP, labor, physical capital, official development aid, trade openness and human</td>
<td>ODA and economic growth of Ethiopia are negatively related in the short run but in the long run, it has positive and significant effect on the economic growth of the country</td>
<td></td>
</tr>
<tr>
<td>Setargie (2015)</td>
<td>1974–2013 Ethiopia</td>
<td>VECM</td>
<td>Real GDP, ODA, investment, aid policy, education, and labor force</td>
<td>Aid has a positive effect on economic growth in the long-run</td>
<td></td>
</tr>
<tr>
<td>Hussen and Lee (2012)</td>
<td>1971-2010, Ethiopia</td>
<td>Investment and GDP, OLS</td>
<td>S represent savings, A: aid, FOPI: foreign private investment, O: other foreign inflow, , DS: ratio of debt service to GDP</td>
<td>The result indicates that foreign aid has a statistically significant positive impact on domestic investment, and on per capita GDP growth.</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own summarization

1.5. World Bank Indicators on the effectiveness of aid for Ethiopia

There is no consensus about how to define the term ‘aid effectiveness’ either in the literature or amongst practitioners. Different agencies have very different objectives for the aid they provide, and most have different objectives for the aid they provide, and most have
a combination. Objectives range from economic growth, achievement of the MDGs or other social indicators, and the reform of policies and institutions through to foreign policy objectives, promotion of trade, the protection of global public goods, or the promotion of human rights for example. This mix of objectives, both between and within agencies, obviously makes the development of a measure of aid effectiveness which has a broad acceptance and comparability challenging. Below are some of the indicator used by World Bank to measure the aid effectiveness are discussed. As indicated in Figure 1, GDP per capita, PPP (constant 2017 international $) in 1990 is equal to $687. Although it falls to $605 two years later, the per capita GDP of Ethiopia has started to rise continuously in subsequent years. It begins to register a significant per capita income improvement after 2003 which amounts $718. By 2020 GDP per capita of Ethiopia, PPP (constant 2017 international $) became 2297 USD. Figure 1 also depicted net ODA received per capita, net ODA received (% GNI) and net ODA received (% central government spending). From 1995 onward net ODA received per capita has shown a continuum increase although net ODA received (% central government spending) has register slight declining.

Figure 1: GDP per capita, PPP (constant 2017 international $), net ODA received per capita, net ODA received (% GNI) and net ODA received (% central government spending).

The consistently high economic growth over the last decade resulted in positive trends in poverty reduction in both urban and rural areas. The share of the population living below the national poverty line decreased from 30% in 2011 to 24% in 2016 and human development indicators improved as well. However, gains are modest when compared to other countries that saw fast growth, and inequality has increased in recent years. Furthermore, conflicts in various parts of Ethiopia risk undermining the economic and social development progress the country has achieved in recent years.
The World Bank has also used life expectancy at birth, mortality rate, infant (per 1,000 live births), and maternal mortality rate. Based on these indicators the country has registered a significant improvement from time to time.

The multi-lateral organization such as the world bank, IMF and others other bilateral aid agencies provide aid to reduce the incidence of diseases and pandemics in different regions. According to Bill Gates, eradicating Smallpox, Polio, Malaria and other Pandemic like Ebola from LDCs are unthinkable without foreign aid.
Figure 4: Prevalence of HIV AIDS in Ethiopia

As indicated in the above figure prevalence of HIV AIDS at various age level and gender has been significantly declining. Since most of the intervention is finance by foreign aid, it signify the effectiveness of aid at least in reducing various communicable diseases including tuberculosis and malaria. Figure 5 below also convey the same information of the effectiveness of aid.

Figure 5: HIV AIDS and Tuberculosis Incidence

4. Conclusion

This paper was aimed at presenting a synthesized empirical literature on the effectiveness of foreign aid on bringing about economic growth to recipient countries. This is done through a review of empirical studies on the impact and effectiveness of official development assistance (ODA) or foreign aid on economic growth.

1 Foreign aid or foreign assistance is defined as “the international transfer of good, services or capital from a country or international aid agency to recipient country or its population.” It consists of all resources transferred from donor to recipient country.
economic growth of LDCs. There are several types of aid including i) humanitarian and disaster relief such in the case of tsunami, earth quick or conflict causing the displacement and suffering of civilians ii) economic aid to sponsor the economic development or investment in infrastructure iii) military support which is used to assist a country or its people in its defense effort iv) healthcare programs such as those involving family planning, reducing infant mortality or prevention of a particular disease. Foreign aid can be public. This is also known as Official Development Assistance or ODA. It can be bilateral or multilateral. Alternatively foreign aid can be private. Private Development Assistances are generally provided by NGOs, or charity based organizations such as Red Cross or Oxfam.

In a nutshell, countries give foreign aid for three main reasons, i.e., one, moral or ethical or altruistic reasons. Aid can be given in compensation for past wrongs, past exploitation or consequences of colonialism. It could be given to counter the uneven distribution of global natural resource and global wealth and to promote shared prosperity. Or, it could be that certain countries feel a moral obligation to help those who are less fortunate and wish to help them improving their living standard. Two, countries could give foreign aid for their own economic self-interest. Aid could be given to develop or expand market for donor country’s good, or it could be given to dispose surplus, if the donor country wants to get rid of surpluses in either goods or commodities. Three, countries give foreign aid for political reasons. Or, reasons of strategic self-interest such as to buy friends and influence, mainly for security reasons.

There are two camps of debate of the effectiveness of foreign aid. The proponent of aid includes Jeffrey Sachs, Paul Collier and the entrepreneur Bill Gates. His arguments for aid’s effectiveness are well described in his book ‘The End of Poverty’ (2005). Jaffrey Sachs argues that foreign aid can solve the poverty trap. Extremely poor people are stuck in vicious circle of poverty, i.e., low per capita income leads to lower savings which in turn leads to lower investment. According to Sachs foreign aid can break the cycle by filling the saving gap.

Easterly and Moyo are well known for their critics on the effectiveness of foreign aid. They argue that foreign aid only serves to pop up the corrupt governments in poor countries who steal the aid and do not use it to provide public goods. Central to Easterly’s thesis is the idea that top down planning for development (the sort that is required to implement massive aid programs) simply does not work. This is well summarized by Duncan Greene who identifies two core components of Easterly’s arguments: (1) aid fails because its implementation is not accountable or responsive to the people served, and (2) aid creates perverse incentives for bureaucrats (e.g. promotion based on how much money you manage to disburse) that have little to do with development.

In Dead Aid, Moyo argues that it is high time to stop giving foreign aid to African nations. The provocative thesis is based on what she considers obvious evidence: over $1 trillion dollars’ worth of ‘development assistance’ has been given to African nations, and they don’t seem to be any better off for it. So she thinks: The notion that aid can alleviate systemic poverty, and has done so, is a myth. For Moyo, millions in Africa are poorer today because of aid; misery and poverty have not ended but increased. Aid has been, and continues to be, an unmitigated political, economic, and humanitarian disaster for most parts of the developing world.

Dozens and dozens of studies produced over the past few decades have assessed the relationship between foreign aid and growth through econometric analysis of cross-country (or “macro”) data relating the two variables. These studies have consistently turned up inconclusive or contradictory results.
current empirical review focusing on recent studies, we came to know the conflict in on the effectiveness of aid is still there. While majority of the current literatures works find positive effects of foreign aid on growth, others recognize an inhibiting role of foreign aid in economic growth. Still others support neither positive nor negative impact of foreign aid on growth. On the other hand, studies conducted exclusively in Ethiopia majorly support the effectiveness of foreign for economic growth of the country. This does not mean no study has found negative relationship between foreign aid and economic growth of the country.

Evidence backed by the empirical results, which show that good economic policies and quality of institutional factors are found essential for aid effectiveness in bringing economic growth in most of the study that found positive relationship between aid and growth implying that governments and aid agencies should take into consideration these factors when it comes to improve aid efficiency.

Non econometrics indicators of aid effectiveness used by the World Bank such as maternal mortality rate, infant mortality rate, incidence of tuberculosis, prevalence of HIV aids show declining trend and thereby indicates aid effectiveness in Ethiopia.
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Abstract

Ethiopia’s financial industry is largely dominated by banking sectors. Although, the contribution of insurance companies as a financial intermediary is growing, the demand for buying insurance has received little attention in Ethiopia. Hence, the present study is attempted to examine the driving factors determining insurance demand in Ethiopia. The study employed a secondary data obtained from World Bank data base (WDI) and the study identified important socio economic and demographic variables including: Income (GDP per capita), inflation (CPI), urbanization, life expectancy, age dependency, financial sector development, real interest rate, saving (GDS to GDP), Real GDP growth rate, and life and non-life insurance premium growth respectively. OLS estimation technique was employed to analyse the results. The OLS regression result shows Income and life insurance premium growth was found significant and positively related to life insurance demand. On the other hand, population growth, real GDP growth rate and non-life insurance premium growth was found positively and significantly affects non-life insurance demand. Similarly, education, per capita income, financial sector development and saving affects life insurance penetration positively and significantly.
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1. INTRODUCTION

In Ethiopia, insurance market is set to remain at developing stage, characterized by low levels of insurance penetration which is caused by structural challenges such as poverty, famine, and low incomes. The reason for the total life insurance premium is negligible as compared to other African countries like South Africa, Kenya, and Egypt, which is 0.2. The market is dominated by non-life insurance, with life insurance only accounted for 7.6% of total insurance premium written. Both life and non-life insurance are growing from a very low base and will continue to be heavily dependent on the acceptance of coverage among the relatively small classes.

Although the number of insurance companies has been growing steadily, empirical studies showed that demand for buying insurance is not growing as much as it should be. the market has significant unexploited long-term growth potential given low level of liberalization of insurance markets, lack of harmonized insurance regulation, and limited financial access (Tyson, 2015).

Several studies have been conducted on the determinants of insurance demand particularly in the case of life insurance for the last 20 years (Akhter & Khan, 2017; Alhassan & Biekpe, 2016; Beck & Webb, 2003; Iyawe & Osamwonyi, 2017; Outreville, 1996; Schlag, 2003; Seifu, 2020). However, all the mentioned studies were cross country studies particularly, in Europe, Asia, and the Middle East. In Ethiopia demand for insurance is investigated by few researchers (Anteneh, 2016; Daniel, 2019; Gebreyes, 2011; Kura & Legass, 2018; Meket al., 2019; Nahusenay Ejigu, 2016; Shiferaw, 2017; Sulaiman et al., 2015; Yilma, 2014). However, these studies show and examine the key determinants by mainly focusing on socio-economic and demographic determinants. They only focus on demand side, i.e., the supply side remains unexplored. In addition, the studies were mainly focused on life insurance category, while the non-life insurance, which has larger share (around 90%, of gross written premium), remains unexplored.

The major objective of this paper was two folds. First, it aimed to analyze the driving factors of life and non-life insurance demands. Second, it aimed to identify which factor/s would have notable effect on life and non-life insurance demand (Economic or Demographic). Apparently, this paper is alleged to fill the identified gap in the literature by identifying basic economic and socio-demographic determinants of both life and non-life insurance demand. In addition, the result will be insightful and would have enormous contribution for insurance companies and policy makers in devising a strategy that increases both life and non-life insurance demand. In addition to filling this knowledge gap, it will provide important information to those who want to do similar studies on a larger scale. In addition, the paper attempted to identify which factors have a noticeable effect on both insurance demand and supply. Generally, this paper would fill the gap left by previous studies and explore the remaining variables that have not yet been addressed. The remaining sections are organized in the following order: literature review in section...
two, materials and methods in section three, results in section four, discussion section five, and finally conclusion and policy recommendations section six.

2. Review of related literatures.

Concepts of insurance demand

The operational definition of demand as its provided by various empirical studies was two folds; the first one is (quantitative indicators) which denoted that demand for insurance is measured based on the number of policies issued and sold for insureds. The second measure of life insurance demand is based on the total premium volume or sums insured (value indicator). In other words, demand indicators are often related to macro-economic or socio-economic variables: insurance expenditure per capita (insurance density) and insurance premium to GDP or insurance penetration(Schlag, 2003). The theoretical aspects of life insurance is viewed as life insurance have dual purposes, one it is a means to maximize lifetime utilities and second besides maximizing lifetime utility it would have saving component. Hence, life insurance demand is primarily a function of income and prices(Schlag, 2003). Therefore, being considered the theoretical foundations of life insurance demand the following theories are summarized.

The following Figure 1 shows the premium per capita for life and non-life insurance during the period 1980 to 2019. The graph depicts that non-life insurance is growing steadily after 2005/2006 and reaches highest pick for the year 2014 and the amount reaches approximately 9 billion Ethiopian birr. However, as shown in the following figure life insurance premium remains stagnant.

Figure 1: life and non-life insurance density 1980 to 2019
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Theoretical Review

Theoretical models for exploring insurance demand have been developed by (Yaari, 1965) and the theory postulates that demand for life insurance is attributed to a person’s desire to bequeath funds to dependents and provide income for retirement. This framework posits the demand for life insurance to be a function of wealth, expected income over an individual’s lifetime, the level of interest rates, the cost of life insurance policies (administrative costs), and the assumed subjective discount rate for current over future consumption. He also introduced a consumer’s life time utility.

Another simple theoretical model of insurance demand were proposed by (Mossin, 1968) posits life insurance is considered as a risk averse decision making endowed with an initial wealth level. Mossin considered insurance coverage as an inferior good. The result indicated that demand for life insurance varies inversely with the amount of wealth an individual possesses. (Hankansson, 1969) examined bequest motive in considerable detail using a discrete-time model of demand for financial assets in general and life insurance purchase in particular. (Pissarides, 1980) extended Yaari’s work to prove that life insurance was theoretically capable of absorbing all fluctuations in lifetime income. Karni & Zilcha (1985) developed a methodology towards measuring individuals risk perceptions (risk averse or otherwise) and how such perceptions affect insurance demand.

Lenten & Rulli (2006) extends this framework by explicitly incorporating the preferences of the dependents and beneficiaries into the model. Specifically, he derives the demand for life insurance as a maximization problem of the beneficiaries, the spouse and the offspring of the life insurance policyholder. Deriving utility maximization by both spouse and offspring separately and assuming no bequest by the policyholder and an elastic utility function.

Fortune (1973) on the other hand, analyzed the empirical implications of expected utility hypothesis of choice under uncertainty for demand for life insurance and concluded that demand depends on income, non-human wealth and the rate of discount. Apparently, Jeff Madura a famous economist postulates that Life insurance companies compensate the beneficiary of a policy up on the policyholder’s death. They charged policyholders a premium that should reflect the probability of making a payment to the beneficiary as well as the size and timing of the payment. Life insurance companies also commonly offer employees of a corporation a group life insurance policy. To sum up, the theoretical evidence provided variables like income, rate of interest, current consumption and accumulated savings as variables influencing insurance consumption in general and life insurance demand in particular.

Demographic and social variables were also considered in theoretical models and their potential impact on an individual’s life insurance consumption decision was investigated. Life insurance consumption
increases with the breadwinner’s probability of death, the present level of family’s consumption and the degree of risk aversion. In the next section, selected empirical studies is presented to scale up life insurance demand.

**Empirical review and hypotheses development**

Truett & Truett (1990) on their comparative study on the demand for life insurance in Mexico and the United States identified that age, education, and level of income affect the demand for life insurance and that the income elasticity of demand for life insurance is much higher in Mexico than in the United States.

Based on a cross-sectional analysis of 45 developing countries, Outreville (1996) analyzed the demand for life insurance for the period 1986. The study considered variables like agricultural status of the country in terms of percentage of agricultural labor force in total labor force; health status of the country in terms of amenities like percentage of population with access to safe drinking water; percentage of labor force with higher education and the level of financial development. Two dummy variables were used to reflect competition in the domestic market and foreign insurer participation. Their result shows that personal disposable income and level of financial development significantly relates to insurance development. Since the political philosophy regarding market openness varies from country to country, market structure dummy appeared to be significant.

The drivers of life insurance usage in OECD (organization of Economic Cooperation and Development) nations were investigated by (Li et al., 2007). They discover that life insurance demand has strong positive income elasticity. Furthermore, their research suggests that demand rises with the number of dependents and level of education, and falls with life expectancy and social security expenditure. Moreover, the country’s level of financial development and the degree of competition in its insurance market appear to stimulate life insurance sales, whereas high inflation and real interest rates tend to reduce life insurance consumption. Overall, they found that when the product market and socioeconomic characteristics are evaluated together, life insurance demand is better explained.

Elango & Jones (2011) investigated the drivers of insurance demand in emerging nations for the period 1998 to 2008. According to their findings, most of demographic factors affect the insurance density than economic and institutional determinants, whereas economic factors affect the insurance premium growth rate significantly.

Petkovski & Jordan (2014) investigated the factors influencing life insurance usage for 16 central and South-Eastern European nations (CSEE) for the period 1992 to 2011. Based on their finding, Non-life insurance penetration rises with increased per capita income and the number of passenger automobiles...
per 1000 people had positive and significant impact on non-life insurance consumption. It also confirmed that trade openness affects non-life insurance consumption positively, implying that countries having more open economies can have higher assets. Moreover, from the institutional factors rule of law is an important factor. However, variables such as financial development, education, and inflation were not statistically significant determinants. As a result, it is worth nothing property rights protection and enforcement will increase demand for non-life insurance.

Dragoş et al. (2019) investigated various factors which affects life and non-life insurance demand in rising Asian and European Economies (AEE) over 10 years period using 17 emerging economies. The finding showed that income is a crucial and positive determinant of non-life insurance demand. On the other hand, urbanization affects significantly the demand for life insurance in Asian countries, but not in CEE countries and also has major positive impact on non-life insurance demand in both regions. Furthermore, education was found to be significant for non-life insurance, whereas income distribution had negative impact on both regions.

Yuan & Jiang (2020) attempted to analyze the marginal propensity to insure using six class of economic development in the world. The study found that for life insurance income per capita (GNI) was found positive in different levels of income, whereas inflation affects negatively. The development of financial sector was found also positive. Generally, life insurance is the basic and preferred personal and household financial investment. On the other hand, the effect urbanization, income and inflation results positive significant relationship on the side of Non-life insurance. The justification behind inflation which results positive coefficient was during the study period the economy was in moderate inflation.

Besides this Zyka (2014) investigated the factors influencing the development of insurance business for the period 1999 to 2009 and the study found population size, economic growth, urbanization, and paid claims are determinants that have positive and significant impact on country’s aggregate insurance premium using co-integration analysis. Furthermore, the researcher argued that since the mentioned variables influenced the population willingness to utilize available insurance products (all of which raises demand for insurance) as a result premiums will rise. However, it was found the greatest businesses’ market share had negative influence on premium levels, implying that a company having highest market share can reduce the market competition among several insurance businesses.

Poposki et al. (2015) used time series data for the period 1995 to 2011 to investigate the determinants of non-life insurance consumption in eight South east Europe (SEE) nations using co-integration and panel error correction model. The finding revealed that number of passenger per 1000 people; per capita GDP and inflation are significant indicators of non-life insurance penetration.
From Ethiopian perspective, Sulaiman et al. (2015) analyzed the factors that influence life insurance market and the study used time series data for the period ranges from 1979/80 to 2007/2008. The researcher considered 11 variables of which six of them economic and the remaining five variables are socio-demographic and attempted to analyze the variable on both demand and supply sides. The finding revealed that, there is a long-run negative relationship between life insurance demand and inflation. On the other hand, young dependency had statistically significant influence on life insurance market demand but old age dependency ratio had statistically significant influence on life insurance supply (penetration).

Abbas & Li (2016) examined factors that influence the growth of insurance market in Tanzania for 20 years period using OLS regression and the finding showed that there is positive interrelationship between insurance business development and economic growth in Tanzania. On the other hand, personal disposable income, and interest rate had negative impact on insurance premium volumes, whereas GDP growth rate and inflation has positive and significant impact on insurance business growth in the region. In addition, Burić et al. (2017) analyzed the impact of GDP, unemployment and interest rate on gross written life insurance premium in western Balkans for the period 2005 to 2015. The study concluded that GDP and household wages have significant positive impact on gross premium, whereas unemployment and interest rate have negative significant impact on gross life insurance premium.

OLS regression was employed to analyze the economic and demographic factors. Secondary sources of data was used to explore determinants and annual time series data ranges from 1980 to 2019 which has been collected from NBE (annual reports of National Bank of Ethiopia), World Bank database (WDI) and Eviews 9 statistical software, were employed for analysis. Moreover, the premium data has been taken from annual audited financial statements of individual insurance companies. Even though, the reliability of secondary data which is found from different sources in some way is contentious. But the selected source of data is presumed to be genuine. Currently 18 insurance companies provide general insurance coverage of which 15 insurance companies provide both life and non-life coverage. The model expressed in function form as it is presented below, have both empirical and theoretical foundations. In this regard both life and non-life insurance demand and supply is a function of income, financial development, level of interest and inflation rates, Age dependency ratio (both old and young), life expectancy, savings, real GDP growth rates, urbanization and Tertiary education. The OLS regression equation is presented as follows:

\[
\text{LID} = \beta_0 + \beta_1 Y \text{Adep} + \beta_2 O \text{Adep} + \beta_3 L \text{Exp} + \beta_4 U \text{RB} + \beta_5 I \text{NF} + \beta_6 R \text{INT} \\
+ \beta_7 G \text{DPPC} + \beta_8 F \text{DEV} + \beta_9 E \text{DU} + \beta_{10} G \text{DS} + \beta_{11} P \text{OPG} + \beta_{12} R \text{GDP} \\
+ \epsilon ...
\]

\[
\text{Eq} (1)
\]
Determinants of Life and Non-life insurance demand

\[ NLID = \beta_0 + \beta_1 YADEP + \beta_2 OADEP + \beta_3 LEXP + \beta_4 URB + \beta_5 INF + \beta_6 RINT \\
+ \beta_7 GDPPC + \beta_8 FDEV + \beta_9 EDU + \beta_10 GDS + \beta_11 POPG + \beta_12 RGDP \\
+ \varepsilon \quad Eq(2) \]

\[ LIP = \beta_0 + \beta_1 YADEP + \beta_2 OADEP + \beta_3 LEXP + \beta_4 URB + \beta_5 INF + \beta_6 RINT \\
+ \beta_7 GDPPC + \beta_8 FDEV + \beta_9 EDU + \beta_10 GDS + \beta_11 POPG + \beta_12 RGDP \\
+ \varepsilon \quad Eq(2) \]

Where: \( B_0= \) Intercept or constant \( B_1 – B_{12} = \) Coefficients of parameters, \( \varepsilon= \) error term, \( LID= \) Life insurance density, \( NLID= \) Non-Life insurance density, \( LIP= \) Life insurance penetration, \( YADEP= \) Young Age dependency ratio (number of youth dependents between age 1-14 per total population), \( OADEP= \) Old age dependency, \( LEXP= \) Average Life expectancy rate, \( URBR= \) Urbanization rate (number of urban population to total population), \( INFR= \) inflation rate (CPI), \( RINT= \) real interest rate, \( GDPPC= \) GDP per capita (Income), \( FIND= \) Financial development (Quasi Money supply to broad definition of money supply), \( RGDP= \) Real GDP growth rates, \( GDS= \) Gross domestic saving to GDP, \( POPG= \) Population growth rate and \( EDU = \) Tertiary education.

Table 1: Description and measurement of Variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
<th>Measurements</th>
<th>Notation</th>
<th>Expected sign</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density</td>
<td>Is a premium per capita which measures how much each inhabitant spends on insurance (Beck and Webb, 2014)</td>
<td>Gross written premium/ mid-year population.</td>
<td>DEN</td>
<td></td>
</tr>
<tr>
<td>Penetration</td>
<td>Measures the insurance activity relative to the size of the economy (Beck &amp; Webb, 2003)</td>
<td>Premium/GDP</td>
<td>PEN</td>
<td></td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic Factors</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Income</td>
<td>Disposable income of private households.(Schlag, 2003)</td>
<td>GDP at constant MP/Population</td>
<td>GDP</td>
<td>+</td>
</tr>
<tr>
<td>Real Interest rate</td>
<td>Inflation adjusted interest rate</td>
<td>Inflation-Deposit/Saving rate.</td>
<td>RIR</td>
<td>-</td>
</tr>
<tr>
<td>Inflation</td>
<td>The general price level in the Economy</td>
<td></td>
<td>CPI</td>
<td>-</td>
</tr>
</tbody>
</table>
The measure of financial sector development where Banks are dominant sector. Quasi money (M2-M1)/Broad money (M2) FIND +

Changes in real GDP across time RGDP +

The ratio of dependents: People older than 64 years of age to the working age population age 15 to 64 OADR +

The ratio of dependents: People younger than 15 years of age to the working age population age 15 to 64 YADR -

The number of years that an average individual expected to live. LEX +

Percentage of Urban population to total population. URB +

Tertiary education (private and public university, technical and vocational, college students) to total educated population EDU +

4 Results

Table 2: Descriptive statistics of study variables

<table>
<thead>
<tr>
<th>Dependent Variables</th>
<th>Mean</th>
<th>Max.</th>
<th>Min.</th>
<th>Std. Dev.</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (life)</td>
<td>0.994815</td>
<td>3.53887</td>
<td>0.03107</td>
<td>1.306656</td>
<td>39</td>
</tr>
<tr>
<td>Density (Non-life)</td>
<td>18.53256</td>
<td>91.70233</td>
<td>2.351216</td>
<td>24.57152</td>
<td>39</td>
</tr>
<tr>
<td>Penetration (Life)</td>
<td>1.553586</td>
<td>4.845858</td>
<td>0.087993</td>
<td>1.642267</td>
<td>39</td>
</tr>
<tr>
<td>Real GDP growth</td>
<td>5.773108</td>
<td>13.85933</td>
<td>-11.14435</td>
<td>6.495258</td>
<td>39</td>
</tr>
<tr>
<td>Inflation</td>
<td>0.094562</td>
<td>0.364</td>
<td>-0.0959</td>
<td>0.093485</td>
<td>39</td>
</tr>
<tr>
<td>Real interest rate</td>
<td>0.027795</td>
<td>0.1359</td>
<td>-0.324</td>
<td>0.104649</td>
<td>39</td>
</tr>
<tr>
<td>Financial sector development</td>
<td>0.356593</td>
<td>0.652497</td>
<td>0.202799</td>
<td>0.10638</td>
<td>39</td>
</tr>
<tr>
<td>GDP per capita</td>
<td>8.358694</td>
<td>9.921337</td>
<td>7.804096</td>
<td>0.561407</td>
<td>39</td>
</tr>
<tr>
<td>Age Dependency ratio (Old)</td>
<td>0.062189</td>
<td>0.063838</td>
<td>0.059349</td>
<td>0.001072</td>
<td>39</td>
</tr>
<tr>
<td>Age dependency ratio (Young)</td>
<td>0.883287</td>
<td>0.928802</td>
<td>0.718409</td>
<td>0.062376</td>
<td>39</td>
</tr>
<tr>
<td>Population growth</td>
<td>2.973879</td>
<td>3.590509</td>
<td>2.370061</td>
<td>0.299387</td>
<td>39</td>
</tr>
<tr>
<td>Tertiary education</td>
<td>3.391741</td>
<td>10.49657</td>
<td>0.49115</td>
<td>3.621547</td>
<td>39</td>
</tr>
<tr>
<td>Urbanization</td>
<td>4.804923</td>
<td>5.747</td>
<td>4.034</td>
<td>0.470447</td>
<td>39</td>
</tr>
<tr>
<td>Life Expectancy</td>
<td>52.098</td>
<td>62.4</td>
<td>45.3</td>
<td>5.118</td>
<td>39</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Premium Variables</th>
<th>Life insurance growth</th>
<th>Non-Life insurance growth</th>
<th>life insurance premium</th>
<th>non-life insurance premium</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>13.60685</td>
<td>61.34563</td>
<td>-0.33264</td>
<td>19.84478</td>
</tr>
<tr>
<td></td>
<td>17.76915</td>
<td>96.95261</td>
<td>-0.017673</td>
<td>28.76095</td>
</tr>
<tr>
<td></td>
<td>68622693</td>
<td>3.00E+08</td>
<td>3210000</td>
<td>94788230</td>
</tr>
<tr>
<td></td>
<td>1.69E+09</td>
<td>9.00E+09</td>
<td>90211935</td>
<td>2.62E+09</td>
</tr>
</tbody>
</table>

Note: Insurance penetration indicates the proportion of insurance premium relative to the size of the economy whereas, insurance density measures the average insurance consumption of households on private and public insurance underwriters.

As indicated in table 2 above, the average life insurance spending is $0.99 and the maximum amount is $3.53 per household. Whereas, the Non-life insurance spending is $18.53 and the maximum amount spent amounts $91.70 it implies in Ethiopia people spends less than one dollar and less than $20 for life and non-life insurance products, which is the lowest in East Africa. On the other hand, life insurance supply which is measured by life insurance premium to GDP shows $1.55 mean value and $4.84 maximum value.

Independent variables in this study grouped into four: Economic, Demographic, Socio-Cultural and Premium variables. In the economic determinants, we analyze Real GDP growth rate, inflation, Real interest rate, financial sector development and GDP per capita. Moreover, Real GDP growth rate may have significant positive effect on both life and Non-life insurance consumption likewise GDP per capita may also have positive impact on insurance consumption. Conversely inflation rate could have significant negative impact and most empirical evidences concluded that countries with a high inflation rate, may have lower insurance demand.

We also considered three demographic determinants: population growth, age dependency ratios and life expectancy. The impact of population growth as a driver of insurance demand is ambiguous. Some studies indicated that it may have statistically positive significant effect on particular insurance segments. For countries like Ethiopia which is dominated by Non-life insurance sectors, the relationship is expected to be positive and significant being take into account the share of non-life insurance during the study period. In addition the size of economy could consists of economically unproductive population. Hence, young and older people obviously could have different demand and may significantly impact the insurance sector development. The young age dependency ratio the mean value 88% of the total population is young and the mean value of old age is 6% respectively whereas the average life expectancy for the study period was 52 years with a maximum of around 62 years.
Empirical results

The following table presents the OLS regression results of Non-life insurance density, life insurance density and life insurance penetration respectively. The first table 3; presents the determinants of Non-life insurance density: in the first column demographic factors, the second column economic factors and finally the third column presents both demographic and economic factors together. Table 4 and 5 presents the results of same independent variables regressed against life insurance density and life insurance penetration respectively.

Table 3: Summary results on Determinants of Non-Life insurance density (1980 to 2019)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model-1</th>
<th>Model-2</th>
<th>Model-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>92.847</td>
<td>30.612</td>
<td>1.2722</td>
</tr>
<tr>
<td></td>
<td>(0.3078)*</td>
<td>(4.040)*</td>
<td>(0.0289)</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>42.467</td>
<td>6.672</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.565)</td>
<td>(0.869)</td>
<td></td>
</tr>
<tr>
<td>Age dependency ratio</td>
<td>-113.40</td>
<td>4.494</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.7115)**</td>
<td>(1.0708)</td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>-15.514</td>
<td>3.245</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.779)***</td>
<td>(2.183)**</td>
<td></td>
</tr>
<tr>
<td>Urbanization</td>
<td>18.324</td>
<td>0.9998</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.452)*</td>
<td>(1.0309)</td>
<td></td>
</tr>
<tr>
<td>Inflation (General)</td>
<td>0.004</td>
<td>-0.0011</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.2806)</td>
<td>(-0.04509)</td>
<td></td>
</tr>
<tr>
<td>Interest Rate (real)</td>
<td>-4.496</td>
<td>-3.742</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.682)**</td>
<td>(-1.849)***</td>
<td></td>
</tr>
<tr>
<td>Income (Ln GDP per capita)</td>
<td>-3.663</td>
<td>-5.497</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-3.728)*</td>
<td>(-4.203)*</td>
<td></td>
</tr>
<tr>
<td>Financial sector development</td>
<td>6.143</td>
<td>7.9508</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.828)***</td>
<td>(1.096)</td>
<td></td>
</tr>
<tr>
<td>Saving (GDS to GDP)</td>
<td>-0.0206</td>
<td>-0.001</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.1631)</td>
<td>(-0.045)</td>
<td></td>
</tr>
<tr>
<td>Real GDP growth</td>
<td>0.081</td>
<td>0.0691</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.765)*</td>
<td>(2.130)**</td>
<td></td>
</tr>
<tr>
<td>Non-Life insurance growth</td>
<td>0.920</td>
<td>0.926</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(56.713)*</td>
<td>(46.715)*</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.80</td>
<td>0.998</td>
<td>0.998</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.77</td>
<td>0.997</td>
<td>0.998</td>
</tr>
<tr>
<td>F-statistic</td>
<td>26.28</td>
<td>25.27</td>
<td>16.99</td>
</tr>
</tbody>
</table>
### Table 4: Summary of results on Determinants of Life insurance density (1980 to 2019)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model-1</th>
<th>Model-2</th>
<th>Model-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>26.418</td>
<td>-4.915</td>
<td>-4.840</td>
</tr>
<tr>
<td></td>
<td>(2.414)**</td>
<td>(-3.688)**</td>
<td>(-0.5581)</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>6.624</td>
<td>0.480</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6.638)*</td>
<td>(0.308)</td>
<td></td>
</tr>
<tr>
<td>Age dependency ratio (Old)</td>
<td>1.435</td>
<td>-0.707</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.093)</td>
<td>(-0.814)</td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>0.0368</td>
<td>0.183</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.9007)</td>
<td>(0.829)</td>
<td></td>
</tr>
<tr>
<td>Age Dependency (Young)</td>
<td>-13.197</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-6.729)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urbanization</td>
<td>0.205</td>
<td>0.0356</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.985)</td>
<td>(0.174)</td>
<td></td>
</tr>
<tr>
<td>Inflation (General)</td>
<td></td>
<td>-0.0003</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.1223)</td>
<td>(-0.402)</td>
</tr>
<tr>
<td>Interest Rate (real)</td>
<td>0.405</td>
<td>0.266</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.027)</td>
<td>(0.634)</td>
<td></td>
</tr>
<tr>
<td>Income (Ln GDP per capita)</td>
<td>0.600</td>
<td>0.690</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.401)*</td>
<td>(2.862)*</td>
<td></td>
</tr>
<tr>
<td>Financial sector development</td>
<td>0.314</td>
<td>-0.0113</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.4666)</td>
<td>(-0.0792)</td>
<td></td>
</tr>
<tr>
<td>Saving (GDS to GDP)</td>
<td>0.0074</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.229)*</td>
<td>(1.529)</td>
<td></td>
</tr>
<tr>
<td>Real GDP growth</td>
<td></td>
<td>-0.003</td>
<td>-0.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.5188)</td>
<td>(-0.632)</td>
</tr>
<tr>
<td>Life insurance growth</td>
<td></td>
<td>0.0506</td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(12.927)*</td>
<td>(9.660)*</td>
</tr>
</tbody>
</table>
### Table 5: Summary of results on Determinants of Life insurance penetration (1983 to 2019)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Model-1</th>
<th>Model-2</th>
<th>Model-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-11.109</td>
<td>-6.51</td>
<td>-20.008</td>
</tr>
<tr>
<td></td>
<td>(-0.752)</td>
<td>(-5.687)*</td>
<td>(-2.709)</td>
</tr>
<tr>
<td>Life expectancy</td>
<td>12.615</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.502)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age dependency (Old)</td>
<td>3.653</td>
<td>0.292</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.06)**</td>
<td>(0.655)</td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td>-0.5147</td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.307)</td>
<td>(2.029)**</td>
<td></td>
</tr>
<tr>
<td>Age Dependency (Young)</td>
<td>-12.057</td>
<td>2.235</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-4.555)*</td>
<td>(1.512)</td>
<td></td>
</tr>
<tr>
<td>Urbanization</td>
<td>0.408</td>
<td>-0.0329</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.451)</td>
<td>(-0.239)</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td>0.0878</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.867)*</td>
</tr>
<tr>
<td>Inflation (General)</td>
<td>0.0015</td>
<td>-0.0006</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.609)</td>
<td>(-0.336)</td>
<td></td>
</tr>
<tr>
<td>Interest Rate (real)</td>
<td>-1.09</td>
<td>-0.857</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-2.989)*</td>
<td>(-3.0877)*</td>
<td></td>
</tr>
<tr>
<td>Income (Ln GDP per capita)</td>
<td>0.735</td>
<td>0.913</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.853)*</td>
<td>(4.209)*</td>
<td></td>
</tr>
<tr>
<td>Financial sector development</td>
<td>2.828</td>
<td>2.269</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.906)*</td>
<td>(3.006)*</td>
<td></td>
</tr>
</tbody>
</table>

* The variable is statistically significant at <1%

** The variable is statistically significant at <5%

*** The variable is statistically significant at <10%

Note: Figures given in parenthesis indicates the t-statistic.
## Determinants of Life and Non-life insurance demand

<table>
<thead>
<tr>
<th></th>
<th>Saving (GDS to GDP)</th>
<th>Real GDP growth</th>
<th>Life insurance growth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0077</td>
<td>0.0067</td>
<td>0.052*</td>
</tr>
<tr>
<td></td>
<td>(2.681)**</td>
<td>(1.339)</td>
<td>(15.753)</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>0.0003</td>
<td>0.046*</td>
</tr>
<tr>
<td></td>
<td>(2.340)*</td>
<td>(0.0765)</td>
<td>(12.371)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.940</td>
<td>0.930</td>
<td>0.940</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.990</td>
<td>0.987</td>
<td>0.994</td>
</tr>
<tr>
<td>F-statistic</td>
<td>100.527</td>
<td>430.973</td>
<td>532.30</td>
</tr>
<tr>
<td>Prob. (F-statistic)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Durbin-Watson</td>
<td>1.66</td>
<td>1.09</td>
<td>2.12</td>
</tr>
<tr>
<td>No of observations</td>
<td>38</td>
<td>38</td>
<td>38</td>
</tr>
</tbody>
</table>

* The variable is statistically significant at <1%

** The variable is statistically significant at <5%

*** The variable is statistically significant at <10%

Note: Figures given in parenthesis indicates the t-statistic

Results from Eviews 9.0; Source: Author’s calculation

### 5. Discussions

Based on results presented in the above model, we ought to discuss and synthesize the findings similar or in contrary with this finding in the following section. The first result presented above in table 3, is about OLS regression results of non-life insurance density, table 4 provided the results of determinants of life insurance density and finally table 5 presented results of determinants of life insurance penetrations respectively.

Table 5 presents the OLS regression result of socio-demographic and economic factors regressed against non-life insurance demand (non-life insurance density). The result has shown that in the first column demographic factors are regressed against non-life insurance demand, in the second column economic factors regressed against non-life insurance demand and in the third column both demographic and economic factors together regressed against non-life insurance demand. R2 shows 0.80 and 0.998 for model 1, 2 and 3 respectively. The model fitness test (F-statistics) and P-value (P=0.000) indicates the model is significant in all cases. According to the result, Age dependency ratio and population n growth affects negatively and significantly whereas, urbanization influences positively and significantly when the demographic factors are separately regressed. Subsequently, the economic variables; real interest
rate and income affects negatively and significantly at 5% and 1% level of significance respectively and the result is consistent to (Abbas & Li, 2016).

On the contrary, Economic growth (Real GDP growth rate), Financial sector development and Non-life insurance premium growth rate affects the non-life insurance density positively and significantly at 10%, and 1% level of significant respectively and the result is consistent with (Elango & Jones, 2011). On the other hand, as indicated in table 4, the result confer that income and real interest rate affects negatively and significantly; the result is consistent with (S. Park & Lemaire, 2011) whereas, real GDP growth, population growth and Non-life insurance premium growth affects positively and significantly at 5% and 1% level of significance respectively, the result is consistent with (Elango & Jones, 2011). Generally, the models shown above indicates non-life insurance density is affected by; urbanization, age dependency, population growth, income, real interest rate, financial sector development and non-life premium growth significantly. However, life expectancy, inflation and savings do not have significant impact on non-life insurance density.

Table 4 summarized OLS regression results of demographic, economic, both demographic & economic factors regressed against life insurance density (life insurance premium per capita). R2 indicates 0.94, 0.990 and 0.996 respectively, the F-statistics and model significant value indicated that the model is statistically sound with (p-value=0.000) for all models. Durbin-Watson stat. shows that the overall model close to 2.00, it indicates there is no serial correlation among series of error terms. According to the model result shown in column 1, life expectancy affects life insurance density positively and significantly at 1%, it indicates when life expectancy increases by a unit, life insurance density increases in the same dimension by 12.61% holding other independent variables remains constant implied that longer life expectancy needs lower mortality coverage and higher demand the result is consistent with findings (Beenstock et al., 1986; Meko et al., 2019; Outreville, 1996; Sen & Madheswaran, 2013). On the contrary, Age dependency (Youth) affects life insurance density negatively and significantly at 1% level of significance, which inferred that an increase youth dependency ratio by 1%, results a decrease life insurance density by 13%, holding other independent variables remains constant and according to literature a higher number of youth dependents in the family results a higher demand for consumption and lower demand for life insurance. The result is congruent with findings (Beck & Webb, 2003; Fischer, 1973; Sen & Madheswaran, 2013).

Table 4 above also shows the economic factors which determine life insurance density. As indicated in the table, the economic factors is the cause of highest variation in life insurance density. The result indicates income (Ln GDP at current market price) affects life insurance density positively and significantly at 1% level of significance, the result shows an increase by ln of GDP by 1%, results an increase the life insurance density by 0.600 it implies the need for life insurance increases for dependents against the
loss of future income due to premature death of bread weaners. The positive effect of income on life insurance demand had both theoretical and empirical justifications (Beenstock et al., 1986; Campbell, 2015; Fischer, 1973; Fortune, 1973; Lewis, 1989; Truett & Truett, 1990) all found positive significant effect. On the other hand (Beck & Webb, 2003; J. M. Browne & Kim, 1993) are the most noticeable empirical evidences which found similar results.

Table 5 presents the impact of demographic and economic factors on life insurance penetration. The insurance penetration ratio measured the contribution of insurance sector to the country’s GDP. As indicated in (Singh, 2018) Ethiopian insurance penetration is the lowest as compared other East African countries. The first model shows demographic factors which explain 94% of life insurance penetration, and the P-value shows the model was correctly specified.

According to the result, life expectancy life insurance penetration positively and significantly at 1% level of significance; the theoretical findings of (Lewis, 1989) postulates that, dependents’ life time utility would be maximized with an increased probability of wage earners death. Another explanation for longer life expectancy decreases the price of life insurance and tends to increase the consumption for life insurance. The life expectancy exhibits the expected relationships with life insurance penetration and the result is consistent with (Abbas & Li, 2016; Sen, 2008; Sen & Madheswaran, 2013).

The above result affirmed that dependency ratio (both Young and Old) significantly affects life insurance penetration. The expected relationship between old age dependencies is positive and the result confirmed this expectation; it affects positively and significantly and the result is consistent (Beck & Webb, 2003). On the contrary, young age dependency affects negatively and significantly. As Brokešová et al.(2014) noticed young age dependency may have negative influence on insurance penetration due to the fact that these individuals prefer cash money and keep this money for immediate availability. This may be caused by low level of financial literacy and lack of awareness on the financial products.

Regarding economic factor, the factors which caused the highest variations for life insurance penetration. According to the result income, financial sector development, and life insurance growth affects life insurance penetration positively and significantly at 1% level of significance. Apparently, saving (GDS to GDP) also had direct relationship with life insurance penetration. On the other hand, interest rate affects life insurance penetration negatively and significantly implying that an increase interest rate by a unit, results a decrease life insurance supply by 1.09 and the result is consistent with (Fortune, 1973; Sen & Madheswaran, 2013).

Generally, the above model shows the effect of both demographic and economic factors together, as indicated in the table R2 shows slight change from the second model and according to the result population
growth and education influences significantly and positively from demographic factors. On the other hand the following economic factors: income, financial sector development, savings and life insurance growth affects positively and significantly, whereas, real interest rate had an inverse relationship with life insurance supply.

6. Conclusion

The study sought to analyze basically the impacts of Economic (Financial) factors and demographic factors on both life and non-life insurance demand. A number of empirical research has been undertaken for the past, however the demand for non-life insurance received little attention especially in Ethiopia’s context. So, this study was conducted to critically see and analyze the effects of demographic as well as economic factors on both life and non-life insurance demand by regressing separately with both dependent variables pertaining to avoid the possible multi-collinearity problem.

To undertake this study we employed secondary data sourced from World Bank database (WDI) and National bank of Ethiopia (NBE). Based on review of both theoretical and empirical evidences and. In connection with income however we find the opposite direction what we expected. conceivably, The theoretical underpinning of Dickinson & Khajuria (1988) postulated that income reflects two conflicting effects if the wealth effects happens to be negative. On the one hand, the rich prefer to expose themselves to more risk. On the other hand, they may need to have more insurance coverage.

Likewise, from the empirical analysis, economic factors such as income, interest rate, financial sector development and economic growth were important driving factors on non-life insurance consumption. In addition, the combined result revealed that population growth, interest rate, income and real GDP growth rate were found significant determinants for non-life insurance density.

Apparently, we attempted to investigate the determinants of life insurance penetration both life and non-life insurance products. As literature confirmed Ethiopia is among the lowest life penetration rate (gross written life insurance premium to GDP) in the world. This article attempted to analyze the possible causes for lowest penetration rate. According to the result, from demographic factors life expectancy and age dependency (Both old and young) were significant factors. On the other hand, economic factors such as; interest rate, income, banking sector development, savings were found significant and the possible causes for the lowest penetration. Generally, as in the case provided in life insurance density economic factors were more significant.

Policy Implication and future research directions

Our analysis and finding may have a number of policy implications. The OLS regression revealed that
Income (Log GDP per capita) was found positive and statistically significant in both life and non-life insurance density. In this regard, as per capita income steadily rising up alongside with standard of living the insurance industry might therefore supply alternative insurance products. This may reduce the paucity or costly attitude of insurance products. As a result, demand will be increased. Therefore, insurance managers should formulate strategies that stimulate households to purchase alternative insurance products commensurate with their level of income.

Finally, none of the study would be undertaken without limitation. Therefore, this paper would be more insightful if it is done by each policies separately and these issues remain open for future researchers. Lastly, the paper was mainly considered only economic & demographic factors to examine insurance demand however, there are other factors such as institutional factors, governance factors, psychological factors, and cultural factors that could influence on insurance demand particularly in Ethiopia, so we barely recommend future researchers to investigate in depth and deliver conclusive evidence on the dimensions of these factors on both life and non-life insurance demand.
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Abstract

The effects of resource richness and governance institutions on average year of schooling and returns to education in Sub-Saharan African countries were investigated in this study. Panel data types from 2005 to 2018 were used in this study, and a dynamic panel model was used for analysis. This study found that good governance institutions that exercise power based on principles and meritocracy are enhancing average year of schooling and returns to education. However, abundant resources are not a guarantee of increased average year of schooling and returns to education; rather, they are a means to ineptitude. The study recommended that policies develop robust institutions based on good principles and standards that have been shown to improve resource outcomes in human capital growth.
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1. Introduction

Returns to education and average year of schooling are fundamentally linked to resource richness. Its accumulation hastens the development of countries’ infrastructure and wealth accumulation (Al-Qudsi, 1989; Ekpung & Diepreye, 2014). Natural resource endowment, however, is insufficient to accelerate human capital accumulation proxy by average year of schooling and returns to education. Perhaps it has a crowding-out effect on average year of schooling and returns to education. However, abundant resources are not a guarantee of increased average year of schooling and the beginning of public education investment by increasing resource dependency and increasing less-skilled occupations within the human capital development process (Keser & Gökmen, 2018).

Scholars studying the effects of resource endowment on human capital explain why, in many countries and regions, the “blessing” of abundant natural resources frequently becomes a “curse,” highlighting the crowding-out effect of natural resources on human capital. The effects of resource outcomes on average year of schooling and returns to education investment, on the other hand, completely offset any increase in public education investment (Shafuda & De, 2020; Sun et al., 2018). Another study found that human capital, which is represented by public investment and consists of a set of skills, knowledge, capabilities, and attributes personified in people, is critical to firms’ ability to absorb and systematize knowledge and innovate, but it is heavily influenced by resources (Lenihan et al., 2019).

Africa has only a sliver of economic and human capital development. The interdependence of variables such as aggregate growth, health, and education indicators is regarded as a critical driving force in the effort to improve average year of schooling and returns to education. Furthermore, explicit consideration is given to the development of infrastructure and institutions as potential drivers of average year of schooling and returns to education (Aryeetey & Udry, 2000; Mohammed Shuaibu et al., 2016).

The exercise of power over a country’s economic, social, and political institutions in order to achieve resource mobilization and socioeconomic development is known as governance. It entails a variety of activities, including the development of favorable political, legal, economic, and human capital. Corruption has a negative impact on a country’s economic, social, and political development, as evidenced by increased transaction costs, decreased efficiency of public services, and discouragement of social values (Rjoub et al., 2021). On the other hand, in countries with weak institutions, corruption is seen as a way to “lubricate the wheels” of economic growth, whereas in countries with strong institutions, corruption has a negative impact on economic growth (C. Huang, 2016). The findings show that the estimated coefficients for primary and secondary school enrollment and average years of schooling used as education measures have a positive and statistically significant effect on economic growth in SSA (Ogundari & Awokuse, 2018). As various empirical evidence shows, resources have a positive
contribution to human capital on the one hand and a negative contribution to human capital on the other. So far, studies have failed to consider why all Africans are uneducated and underdeveloped while they are endowed with natural resources. This study aimed to answer why Africa has low average year of schooling and returns to education despite having abundant natural resources and examined the mutual effects of resource richness and governance institution on average year of schooling and returns to education in sub-Saharan African countries.

2. Literature

In general, human capital is defined as a group of people who are distinguished by their skilled and fashionable use in the labor market. It is also clear that recognition of an individual’s knowledge, competencies, skills, acquisition, maintenance, and upgrading is a paradox. It can be defined solely in economic terms as an individual’s acquisition of knowledge in the pedagogical, sociological, and psychological fields. It is, however, required in order to differentiate between various sets of perspectives and objectives. This is exemplified by the distinction between general and vocational education (Caucutt & Lochner, 2020).

Good governance is the management of government in a way that is fundamentally free of abuse and corruption while adhering to the rule of law and respecting people’s rights to participate in public affairs. Good governance entails ensuring communities’ active participation in decision-making processes, as well as emphasizing effective collaboration among civil society, governments, and communities. Transparent, inclusive, and effective local development should be ensured by strengthening the capacities of local governments as responsible citizens in their communities. Raising awareness and education levels among young people are the most productive strategies for society to be a pillar for good governance and to develop a sense of good governance institutions (Liu et al., 2018). Human capital accumulation may be constrained by resource booms. These booms can raise the opportunity costs of education by favoring low-skill jobs, making it advantageous for individuals to discontinue their education. This has the potential to reduce college completion, increase low-skill occupations, and have no long-term effects on wealth accumulation (Raheem et al., 2018; Shahrukh Rafi Khan, 1985).

According to the findings of a study conducted by Ahmad & Saleem, (2014) government effectiveness, political stability, corruption control, and regulatory quality all have a significant impact on human development. It is well understood that government effectiveness, corruption control, political stability, and regulatory quality all play important roles in human development. It is well understood that government effectiveness, corruption control, political stability, and regulatory quality all play important roles in human development. The country that focuses on these governance indicators will advance human development and, as a result, improve its people’s well-being. Another study conducted by Herizal et
Do resource endowment and governance institutions al., (2013) on An Indonesian adventure By using secondary data and a descriptive study, results show that corruption reduces the actual government budget that is intended for human development. As a result, human capital alone does not contribute to achieving expected and potential economic growth. Corruption, on the other hand, is critical for Asia’s economic growth and human capital development due to the actual government budget that is intended for human development. As a result, human capital alone does not contribute to achieving expected and potential economic growth. Corruption, on the other hand, is important for the economic growth and human capital development of Asian countries with weak governance institutions, and it has a negative impact on them when the governance institutions are strong(C. J. Huang, 2016).

In addition to this (Mosquera, 2019) studied on a blessing or a curse? The long-term effect of resource booms on human capital in Ecuador by using panel data with the application of the fixed-effect model shows that resource booms may shrink human capital accumulation. This can increase the opportunity costs of education by favoring low-skill jobs, making it ideal for people to discontinue their education and its disclosure to the boom. Reduced college completion, increased low-skill occupations, and, finally, poor wealth accumulation.

Figure 1 Conceptual frame work

Source: computed based on empirical literatures
Methodology

The researcher examined the effects of governance, foreign direct investment, and natural resource endowment on human capital development in Sun-Saharan African countries in 2019/20 using panel data types from 2005 to 2018. Penn the World Data Source (PWt, 2019), World Development Indicator (WDI, 2019), and World Governance Indicator (WGI, 2019) data were all reliable. Because the generalized method of moments (GMM) helps to achieve unbiased, consistent, and efficient parameter estimates that best represent the dynamic nature of the model with the set of optimal instrumental variables, both descriptive and econometric data analysis were carried out and interpreted using the results of the system GMM dynamic panel data model with the application of stata13 software packages. The generalized method of moments (GMM) helps to achieve unbiased, consistent, and efficient parameter estimates that best represent the dynamic nature of the model with the set of optimal instrumental variables (GutierrezRobert & Rachid, 2017). Also, GMM brings and helps to ensure consistency in the presence of arbitrary heteroskedasticity, but at the cost of possibly poor finite sample performance. If heteroskedasticity is in fact not present, then standard IV may be preferable (GutierrezRobert & Rachid, 2017).

According to Moral-Benito, (2013) estimate the following dynamic panel model as

\[ Y_{it} = b_0 + a_i + b_1 y_{it-1} + b_2 x_{it} + u_{it} \]  

In above equation(1) the following points are taken as instructive assumption, where \( a_i \) is individual difference or unobserved effect \( y_{it} \), human capital, \( y_{it-1} \), lag of human capital \( x_{it} \), vector of explanatory variables and \( u_{it} \), error term. When we run the analysis by using linear or static model, confidently the following limitations have been existing.

1. The explanatory variables in \( x_{it} \) are assumed to be endogenous and it may be correlated with the error term.  
2. The fixed effects are contained in the error term in equation(1) which consists of the unobserved country-specific effects “\( v_i \)” and the observation specific errors “\( e_{it} \)”. meaning that,

\[ u_{it} = v_i + e_{it} \]  

3. The presence of lag dependent variable \( y_{it-1} \) gives rise to autocorrelation.

4. Panel dataset has a short time dimension and a larger country dimension, result to random walk.

The difference GMM can be transformed as:-
\[ \Delta Y_{it} = B_1 \Delta Y_{it-1} + B_2 \Delta x_{it} + \Delta u_{it} \quad (3) \]

(In general form the transformation is given by

\[ \Delta y_{it} = B_1 \Delta y_{it-1} + \Delta' x_{it} \beta_2 + \Delta u_{it}. \quad (4) \]

By transforming the regressors by first differencing the fixed country-specific effect is removed, because it does not vary with time. Equation (1) is developed based on the following orthogonality condition.

\[ E(d_{it-s} \Delta u_{it}) = 0 \text{ for } t = 3, \ldots, T \text{ and } 2 \leq s \leq T - 1, \]

In general, dynamic models are more efficient than static models at resolving problems such as omitted variables, co linearity among explanatory variables, autocorrelation, heteroskedasticity, endogeneity, and measurement errors. Dynamic panel data methods are appropriate enough for panel arrangements attributed with a small T and large N, otherwise, another model may be preferable (Baum, 2009). Here the researcher employed system GMM estimation over difference GMM because of that:

- if the dependant variable close to bring random walk or the instrument close to unity difference GMM is inefficient and bias estimator,
- When number of “T” less than N random walk and it will be bias in this case system GMM is more efficient than difference GMM.
- Also, Roodman (2006) stated that system GMM estimation is efficient and robust to Heteroscedasticity and autocorrelation than Difference GMM estimation. Because system GMM use control variables as instrument.

In this study, the system GMM model regression is specified as

\[ h_{it} = \alpha h_{it-1} + \gamma g_{it-1} + x_{it-1} \beta + \mu_t + u_{it}, \quad (5) \]

where \( h_{it} \) is the human capital level of country \( i \), \( y_{it-1} \) is the lagged log of human capital, \( x_{it-1} \) is a vector of lagged control variables, time effects and \( u_{it} \) is an error term with \( E(u_{it}) = 0 \) for all \( i \) and \( t \).

### Variables definition and measurements

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
<th>Merrients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Education attainment</td>
<td>the average year of schooling and returns to education</td>
<td>Year of schooling</td>
</tr>
<tr>
<td>(proxy of human capital)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resource endowment</td>
<td>It is the total amount resource endowment in the percentage of GDP</td>
<td>Percentage</td>
</tr>
</tbody>
</table>
Labor participation | The amount of working hour spend on one education activity to percentage of GDP | Working hour
---|---|---
Foreign direct investment | Investments have been made by foreign country on resource owned country. | Inflow percentage of GDP.
Control |
Voice and accountability (V&A) | constitute state of being aware (perception) of the extent to which a country’s citizens are able to participate in selecting their government, as well as freedom of expression, freedom of association, and a free media | Percentage
Political stability and absence of violence | Measures perceptions of the likelihood (fact of being likely) that the government will be destabilized and remove forcibly from power by unconstitutional or violent means, including politically-motivated violence and terrorism. | Percentage
Government effectiveness | Captures perceptions of the quality of public services, the quality of the civil service and the degree of its independence from political pressures, the quality of policy formulation and implementation and the credibility of the government’s commitment to such policies. | Percentage
Regulatory quality (RQ):- | Captures perceptions of the ability of the government to formulate and implement sound policies and regulations that permit and promote private sector development. | Percentage
Rule of law | captures perceptions of the extent to which agents have confidence in and act accordance to rule or abide by the rules of society, and in particular the quality of contract enforcement, property rights, the police, and the courts, as well as the likelihood of crime and Violence. | Percentage
Control of corruption | Captures perceptions of the extent to which public power is exercised for private gain, including both petty and grand forms of corruption, as well as the “capture” of the state by elites and private interests. | Percentage

4. Result and discussion

Mutually descriptive and inferential methods of analysis were used to analyze the study’s findings. For example, graph or panel plots used in descriptive statistics, whereas the dynamic panel system GMM method of data analysis is used in inferential statistics. The model meets the following basic requirements: the number of instruments and their validity, autocorrelation, and heteroskedasticity.

The relationship between human capital, as measured by year of schooling, and returns to education and resource endowments in Sub-Saharan African countries from 2005 to 2018 is depicted in Figure 1. The graph shows that, with the exception of Cameroon and Cape Verde, the average year of schooling and returns to education in Sub-Saharan African countries almost always follow the same pattern. The findings revealed that the year of schooling and returns to education in Sub-Saharan African countries had not increased significantly over the previous 14 years. Regardless of resource endowment, the
Do resource endowment and governance institutions percentage of recourse contribution to gross domestic product in Africa does not significantly contribute to education, schooling, and return to schooling. In all countries, resource endowment and education schooling, as well as their returns, have failed to make a significant contribution to social and economic change.

![Graph showing human capital and resource endowment over time in sub-Saharan African countries](image)

Figure 1 human capital and resource endowment over time in sub-Saharan African countries

Source: own computation by stata 16 from World Bank data base 2020

As shown in the Figure 2 below, there is a high level of decreasing political stability and no violence in Sub-Saharan African countries over the last 14 years. It confirms that perceptions of the likelihood (fact of being likely) of a government being destabilized and forcibly removed from power through unconstitutional or violent means, including politically motivated violence and terrorism, are increasing over time. Other governance indicators, such as corruption control, rule of law, government effectiveness and regularity, and voice accountability have shown the same trend over time in this study. This highlights the extent to which public power is used for private gain, including both petty and grand forms of corruption, as well as the “capture” of the state by elites and private interests in recent periods. Moreover, the quality of contract enforcement, property rights, the police, and the courts, as well as the likelihood of crime and violence and the quality of public services, the quality of the civil service and its independence from political pressures, the quality of policy formulation and implementation, and the credibility of the government’s commitment to such policies, become habitual.
Figure 2  governance indicators in sub-Saharan African countries

Source: own computation by Stata 16 from World Bank data base 2020

Table 1 Econometrics results of dynamic panel two step system GMM model results

<table>
<thead>
<tr>
<th>VARIA BLES</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lag of human capital</td>
<td>0.192**</td>
</tr>
<tr>
<td></td>
<td>(0.077)</td>
</tr>
<tr>
<td>Resource endowment</td>
<td>-10.442*</td>
</tr>
<tr>
<td></td>
<td>(5.732)</td>
</tr>
<tr>
<td>Labor participation rate</td>
<td>-14.178**</td>
</tr>
<tr>
<td></td>
<td>(2.310)</td>
</tr>
<tr>
<td>Foreign direct investment</td>
<td>-0.000*</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
</tr>
<tr>
<td>Control of corruption</td>
<td>-10.223</td>
</tr>
<tr>
<td></td>
<td>(17.851)</td>
</tr>
<tr>
<td>Government effectiveness</td>
<td>16.479</td>
</tr>
<tr>
<td></td>
<td>(17.550)</td>
</tr>
<tr>
<td>Political stability and no violence</td>
<td>-2.155</td>
</tr>
<tr>
<td></td>
<td>(3.414)</td>
</tr>
</tbody>
</table>
Regularity quality  \(-13.156^*\)  
(6.339)  
Rule of law  \(-29.906^{**}\)  
(13.311)  
Voice and accountability  \(46.160^{***}\)  
(11.271)  
Constant  \(1,125.118^{***}\)  
(257.351)  
Observations 489  
Number of years 14  
ar1p 0.0177  
ar2p 0.101  
Hansenp 0.353  
Sarganp 0.845  
Number of groups 14  
Number of IV 12  

Source: own computation by stata 16 from world bank data base 2020  

Note: - Standard errors in parentheses*** p<0.01, ** p<0.05, * p<0 indicts the level of significances of variables at different level of significance such as 1 percent 5 percent and 10 percent, respectively.  

The model’s results must satisfy the validity of the instrument, the absence of autocorrelation, and heteroskedasticity issues, and the number of instruments must be less than the number of groups (Baum, 2009). As a result, the results of the above dynamic panel two-step System GMM model met the regular precondition. Human capital index lag, it is represented by the average year of schooling lag, and educational returns have a positive and significant effect on human capital development at a 5% level of significance. This means that for every one-year increase in the previous average year of schooling and returns to education, the current average year of schooling increases by 0.192 units. In the case of Sub-Saharan African countries, the base year average year of schooling and returns to education level has a positive and significant effect on increasing the returns to education and their average year of schooling. In line with result of (Oniyangi, 2013) According to the findings of this study, resource endowment has a negative and significant impact on human capital development in Sub-Saharan African courtiers. An increase in resource endowment as a percentage of GDP results in a 10.44 unit decrease in human capital. This is due to the fact that Sub-Saharan African countries have more natural resources but are still underdeveloped. Resource-rich countries pay less attention to empowering the degree of average year of schooling and returns to education, instead relying solely on their endowed resource. Rather,
resource endowment has become a source of conflict and instability, which has resulted in a decline in economic growth, a situation known as the resource curse. Natural resources have an indirect impact on economic growth in general and average year of schooling and returns to education in particular. This is due to institutional dilemmas manifested by Dutch disease, rent-seeking, and underinvestment in education. Furthermore, resource endowment has a greater crowded-out effect on public education investment than national income. Simply put, rather than increasing resource endowment, this resource endowment is amplifying the source of less skilled job opportunities.

Also, at a 1% level of significance, the labor participation rate (LPR) is statistically significant, but it is negatively related to the human capital indicator, which is the average year of schooling and returns to education. As a result, as labor force working hours increase, the capacity to boost adequate average year of schooling and returns to education is jeopardized. Essentially, the high participation of young labor in the economy becomes a sensitive cause of future human capital accumulation in Sub-Saharan African countries.

Despite the results of Ahmad & Saleem, (2014) According to the findings of this study, rule of law and regularity quality are statistically significant at 5% and 10% levels of significance, respectively, and have a negative impact on human capital development in Sub-Saharan African countries. Furthermore, at the 1 percent level of significance, voice and accountability have a positive and statistically significant relationship. Furthermore, at the 1 percent level of significance, voice and accountability have a positive and statistically significant relationship. This is beneficial to human capital development. Other governance indicators, such as corruption control and political stability, are statistically insignificant. Good governance can serve as a springboard for improving institutional performance in the delivery of educational services. Standards, information, incentives, and accountability are critical components of high performance. However, governance institutions in Sub-Saharan African countries are blamed for failing to implement rules and regulations in accordance with principles and procurers of the rule of law. Corruption control has had a negative impact on education and its return. This outcome is true because reducing corruption would increase human capital in countries with effective institutions. African education institutions grew up in a phony education system; in this environment, fighting corruption creates inequality and makes it difficult for students to attend school and be inventive and visionary. When the levels of institutions are effective, the quality of governance indicator can be effective in either escalating economic growth or human capital development; otherwise, it becomes one cause of decreasing levels of human capital development. The presence of defective institutions, which is attributed to high transaction costs and a low degree of democracy, is the main reason for the negative effect of some governance indicators in Africa. While the effects of governance indicators just become effective if the institutions are effective.
5. Conclusion

Human capital is a broad concept that includes improving individual capacity through education, incentives, training, and promoting entrepreneurial ability. According to various empirical findings, resource abundance and good governance are regarded as a wheel of fortune for average year of schooling and returns to education in many developing countries. Nonetheless, this study confirmed that resource richness is a detriment to human capital. In contrast to the beneficial effect of natural resources in hastening infrastructure, it limits average year of schooling and returns to education. Resource abundance causes society to be hesitant to tutor because it increases their engagement in unskilled work and limits their perception of new opportunities. The findings confirmed that good governance indicators are the pinnacle of human capital development. By increasing investments and employment opportunities, good governance institutions help to increase human capital. According to this finding, resource endowment has a negative impact on human capital investment in Sub-Saharan African countries by increasing societal reliance rather than looking for new opportunities to accelerate average year of schooling and returns to education. As a result, it is recommended because policies are developed on the basis of principle and meritocracy that enable to raise outcome of resource and governance institution on average year of schooling and returns to education.

Funding: My research received no external funding. Institutional Review Board Statement: Not applicable. Informed Consent Statement: Not applicable. Data Availability Statement: Not applicable.

Acknowledgments: I extend my appreciation to Yismaw Ayelign(PhD) for his valuable efforts to improving this article.

Conflicts of Interest: The author declares no conflict of interest.

Reference


Do resource endowment and governance institutions


Impact of Privatization on Economic Growth and Income Inequality in Ethiopia
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Abstract

This systematic literature review paper discusses the argument between whether privatization is efficient over SOEs or not. The entire review is based on the theoretical and empirical literature published in various national and international reputable journals and also incorporates reports. Many previous studies abroad have proved that privatization has both a positive and negative effect on investment, triggering the economic growth and income inequality which has been observed particularly in the economies of transition. Empirical evidences show a robust corroboration of theoretical implications that privatization increases profitability and efficiency in both competitive and monopolistic sectors. Since 1994 in Ethiopia privatization has long been considered as a strategy for economic growth improvement and implemented as a means of attracting a sizable investment, avoiding poor performed SOEs and minimizing fiscal pressure. Most studies in Ethiopia prove that privatization provide a positive impact in promoting economic growth and but having few studies it is difficult suggest the impact on income inequality. Privatization has a number of benefits, including the reduction of the burden on the state, improving efficiency, turning loss-making SOEs into viable business entities, improving government revenues from taxes, and serving as a vehicle for attracting new capital and technology, and brings competitiveness. Nevertheless, it is not at expected level to enhance economic growth and thus to create dynamic private sector in Ethiopia due to most SOEs are found in relatively low infrastructural facilities, corruption and countries frequent political instability. The review of this paper suggests that although impact of privatization on Ethiopian economic growth and resources distribution as not expected level, the Government should strengthen the existing privatization process and modalities of privatization particularly in the large SOEs and manufacturing sector to develop and promote investment. Necessary support should also be given to a large number of SMEs and self-employed individuals.
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1. Introduction

1.1 Background of the Review

Across the globe, privatization has become one of the instruments of the economic reform process. Initially taking place in industrialized economies and extend to developing economies. The reason for privatization has been debated since its formal introduction in the 1980s (Megginson, 2017). However, the privatization process for the past three decades indicates that privatization is adopted by the world economies particularly for economic and political considerations, depending on their perspectives (Goran et al., 2020). More than 120 governments in the world have sold their shares in state-owned enterprises to private sectors and generated significant revenue (Megginson, 2017). According to Privatization Barometer (PB) (2017), governments around the world have raised around $3.63 trillion since 1988 by selling SOEs to private investors, of which over $2.26 trillion was raised after 2004. During that period, European governments represented 48.3% of the global privatization total revenue (ICD, 2019).

Privatization of public enterprises has been one of the major structural reform programs for developed and developing countries aimed at strengthening the private sector for promoting economic growth, sustainability, employment opportunities, income generation, and improving people’s welfare (Goran et al., 2020). It has been becoming a crucial component for achieving rapid macroeconomic growth by alleviating deficits due to subsidies spent on inefficient SOEs (Auwalin, 2019; Wang et al., 2016). When governments divested SOEs in developed countries, in the 1990s, their objectives were to enhance economic efficiency by improving firms’ performance and increasing their revenue, and introducing competition in monopolized sectors (Vickers and Yarrow, 1988).

Privatization has also emerged as an economic policy for developing countries to boost economic growth by attracting both domestic and foreign investments (Cook and Uchida, 2003) being adopted under the World Bank and IMF supervision (Sheshinski and López-calva, 2003). It contributes nearly 84% to GDP and 90% to job creation in developing countries (ICD, 2019). But in SSA since 1990, the share privatization proceeds are nearly 3% of the developing world (Nellis, 2008). These proceeds have been used for social sector development overheads and influences social welfare. Privatization thus is seen as a driver of inclusive growth and job creation, and its impact on economic growth and social well-being is well-noted in developing countries (Auwalin, 2019).

Ethiopia is one of the sub-Saharan African countries where privatization has been implemented since 1994 (Selvam, 2007). Privatization in Ethiopia was introduced in 1994 by proclamation No. 87/1994 as one component of the overall economic reform in conjunction with the International Monetary Fund (IMF) and the World Bank aimed to stimulate the economy by creating a more market-orientated...
system (Deneke, 2001). It was introduced as a means to attract a sizable investment including foreign direct investment, to promote economic growth via encouraging the private sector’s participation in the economy and generating sufficient revenue (Dejene, 2015) and Until 2017 the privatization proceeds from foreign sources accounted for more than 24 billion (Ashenafi and Reddy, 2018). It also generated foreign exchange earning the country which used to import intermediate inputs, fuel, and capital goods, which are essential for the economic growth of the country (Kedir and Biniam, 2020).

Despite being a late starter in Africa, Ethiopia’s privatization is so unique in Africa for three reasons (Nellis, 2008): First, it was not only viewed as an effort to privatize SOEs but also seen as a policy helping the country transmit from central planning pattern of the economy to the market-led economy. Second, it aimed directly or indirectly at poverty reduction since most people in the country was poor with an estimated per capita income of about $100. As of 2003/04, 44% of the people live below the poverty line (World Bank, 2004). Finally, the objectives of the privatization program contain an open inclination toward social objectives. The government thus found it necessary to revitalize the crucial role of the private sector and get rid of poorly performed loss-making SOEs, in particular, to curtail unproductive resource drain and promote economic development (Hansson, 2004; Wodajo and Senbet, 2017).

Privatization was facilitated in many countries including Ethiopia through the sale of the SOEs, which were converted to share companies in some cases (Nellis, 2008). The purpose of privatization is to reallocate and transfer resources and ownership from the state to private investors, to reduce inefficient government intervention in the economy thereby stimulating economic growth (World Bank, 2019). There are two arguments and ongoing debates among economists and policy makers about the efficiency and other economic effects of the privatization of state-owned enterprises (SOEs). One of the arguments is that there would be many gaps if the government withdraws from and leaves the economy to individual entrepreneurs which might lead to low economic growth and higher income inequality. They argue that if adequate measures are taken there has been hesitation about the employment and broader distributional impacts of privatization and privatization may not be necessary (Zelnick and Dingerson, 2016). The other argues that SOEs contribute to fiscal deficit and ultimately lower economic growth (Megginson, 2017) and thus privatization is necessary to correct government failures and inefficiency of SOEs. The tone of the privatization debate has also evolved in the international financial institutions, as privatization activity has shifted towards developing economies and as a consequence of some privatization failures in the 1980s and 1990s (Jomo, 2008). With these debates on the need for privatization, this paper reviews the impact of privatization on economic growth and income inequality with an emphasis on Ethiopia by supporting different theoretical literature and empirical evidence.
1.2. Objective of the Review

The objective of this paper is to review the effects of privatization on Ethiopian economic growth and income inequality.

The review paper is organized into five sections. The first section deals with an introduction to privatization. The second section describes the approaches of the review. Section three introduces a discussion of a review of literature which includes the concepts of privatization, theoretical perspectives, privatization in Africa and the world, and empirical evidence of privatization, the final section presents conclusions and recommendations.

2. Approaches of the review

The main objective of this paper is to review the impact of privatization on economic growth and income inequality by comparing and contrasting two different arguments on privatization whether or not privatization significantly promotes economic growth and reduces income inequality. The entire review of the paper is based on the theoretical and empirical literature published in various national and international reputable journals. This paper also incorporates some reports as supplementary to the review.

3. Body of discussion

3.1. Basic Definition and Concepts of Privatization

Privatization is defined in many ways in the literature. It can be defined both in its narrow and broad meanings. In its narrow meaning, it simply entails a shift of production, activities, or services being undertaken by the public sector to private ownership (Young, 1991). In its broader meaning, it refers to a process by which the state’s role within the economy is circumscribed while at the same time the scope for the operation of private capital is deliberately extended (Kumssa, 1996). In other words, privatization, in its broader context, is the process of lessening regulations and facilitating a shift of ownership and economic management from public domain to the private sector (Cook and Uchida, 2003). Privatization also refers to the transfer of ownership and control of property or business from the state to privately owned entities (Wang et al., 2016).

Privatization has been also associated with the transfer of productive assets from the public to the private sector in terms of ownership, management, or finance. Such transfers are, by their very nature, politically sensitive and subject to potential corruption and abuse (Estrin and Pelletier, 2018). Also, others like Starr (2018) perceives privatization as the transfer of government share in designated enterprises to private shareholder, comprising individuals and corporate bodies through the sale of an enterprise. In this
broader sense privatization does not necessarily lead to the complete transfer of ownership and control of the service to the private sector and in this case, the term marketization is used interchangeably with privatization (Vickers and Yarrow, 1988). In Ethiopia’s context privatization means the transfer, through the sale of an enterprise or government share holdings in a share company to private ownership (FNG, 1998).

Privatization has been used to represent three main concepts: divestiture, deregulation, and delegation. Divestiture refers to the partial or full sale of an enterprise from the public to the private sector (Ghosh, 2004). Deregulation, also known as liberalization, refers to the removal of restrictions on market entry and is intended to increase the role of competition (Rothenberg, 1987). Delegation usually involves the government maintaining control and being responsible for the service delivery, but the actual production activity is done by the private sector (Savas, 2000). Within the basic welfare services, privatization has been used to refer to an increase in the individual’s responsibility for his or her welfare (Kumssa, 1996).

In developing countries privatization and public sector reforms have been more demanding to bring about macroeconomic stability (Jomo and Mahmood, 1994). Most developing countries undertook privatization to assuage donor fears over domestic reform commitment than economic conviction (Auwalin, 2019). Privatization has thus important socioeconomic implications for the various interest groups and touches on a complex set of issues, including property rights, nationality, ethnicity, bureaucratic practices, donor conditionality, nature of markets, and politics (Wang et al., 2016). It is a remedy for SOEs whose conditions are not good (Suleiman et al., 2017). The issues of whether privatization has achieved the intended result or accentuated inefficient operation of firms are the focuses of discussions in countries that underwent this process.

3.2. Objective of Privatization

Privatization has been a crucial component of structural reform programs for both developed and developing economies aiming at achieving greater efficiency, enhancing economic growth, and reducing public sector borrowing requirements through the elimination of unnecessary subsidies (Estrin and Pelletier, 2018; Sheshinski and López-calva, 2003). Besides, incentive and contracting problems create microeconomic inefficiencies as a result of public ownership, assuming that managers of nationalized enterprises chase objectives that differ from those of private firms. The private sector may succeed in the optimum use of resources by maintaining efficiency (Sharda, 2019). When governments divested SOEs into private enterprises they have their objectives which can be political, economic, or social objectives (Nellis, 2008).

There are two main views regarding the objectives of privatization that have been projected by theoretical studies; normative and altruistic (Cass, 1988). The normative theory states that privatization is essential...
to diminish waste, lift economic efficiency and multiply the activities of the private sector by increasing both domestic and foreign investment. The altruistic theory on the other hand views the issue from the perspective of maximizing aggregate welfare; keen to dispose of an optional system for one where market forces determine performance based on the assumption of competition. In the normative view, the main driving force for privatization is the eradication of the soft budget constraints (Cavaliere et al., 2006).

Various works of literature in different countries identified different objectives of the privatization of SOEs. Following Sheshinski and López-calva (2003), Vickers and Yarrow (1988), and Balza et al. (2013), some of the main objectives of privatization include:

- Achieving higher allocative, productive efficiency and ensuring adequate revenue
- Strengthening the role of the private sector in the economy
- Improving GDP growth and improving the public sector’s financial health
- Freeing up resources to allocate in other important government activity (i.e. social policy)
- Introducing more competition and earning more foreign currency
- Changing the public-private sector mix and achieving wider share ownership
- Reducing the frequent political interference in the daily activities of public enterprises

The first two objectives have a normative rationale and relate to the microeconomic perspective. The latter ones, related to macroeconomic and public sector finance are the reduction of borrowing requirements and the potential reallocation of expenditure towards social policy areas (Sheshinski and López-calva, 2003). The settings of objectives as well as the choices among objectives are the key issues at the outset of any privatization program (Berg and Shirley, 1987; Cavaliere et al., 2006). The most important objective of privatization in developing countries is yet the desire to reduce fiscal and credit pressures on the national budget (Bennett, 2004). Thus privatization is often viewed as a budget relief and credit reducing exercise.

### 3.3. Why Privatization is enacted as Economic Policy

Privatization has become an inevitable feature of political and economic policy in developing countries (Hansson, 2004). According to Cavaliere et al. (2006), governments of many countries implement privatization as economic policy to achieve the following basic economic goals:

- To reduce countries’ national budget deficits and the stock of national debt (contributes in reduction of
government expenditure due to subsidies, helps to increase tax revenue).

- To foster financial market development (contribute to the growth of stock market capitalization and trading all over the world).

- To increase the efficiency of enterprises (controversially, as per the hypothesis of conventional wisdom, privatization policies could increase efficiency provided the transfer of an enormous number of resources from government control to market allocation along with it reduced income inequality).

Cost reduction, improving economic performance, reducing the government’s role in the economy by limiting interventions, and enhancing capital market development are also reasons for privatization in many countries (Jeffrey and Schoenberg, 2006). Moreover, most developing countries face fluctuating export earnings, balance-of-payment problems, fiscal imbalances, diminishing inflow of external capital, and public debts (Jomo, 2008). Accordingly, they decided that the state to withdraw from economic activities that can be possibly handled by the private sector. Privatization programs are thus implemented by looking at the extent to which the stated ultimate goals have been achieved through their economic policy (Shapiro and Willig, 1994).

### 3.4. Benefits and Problems of Privatization

Many reasons explain the movement by countries toward privatization to restructure the government. Much of the impetus is the desire to inject competition into the delivery of state services to provide services to citizens in a more-efficient and cost-effective manner (William, 1993; Boubakri et al., 2009). If structured appropriately and sufficiently monitored, privatization can: save taxpayers’ money by reducing program costs, increasing flexibility to meet program needs, improving service quality, improving the country’s fiscal situation, allow policymakers to spend allowing more time to see that essential services are efficiently delivered, make bureaucracies smaller and more manageable, and improve maintenance to preserve the asset value of the investment (Stiglitz, 1999; Jones et al., 1988).

Privatization can also increase efficiency and stimulate innovation by lowering operating costs (Roland, 2008). Particularly developing countries have less invested in old technology and are therefore more willing to invest in new technology where the spillover effect is created from innovations (Easterly, 2002). Moreover, privatization leads to an increase in FDI which can potentially play a significant factor in the quest for growth. It enables countries to pay a portion of their existing debt, thus raising the level of investment (Boubakri et al., 2009).

Despite these benefits, there are also some arguments against privatization. These are: it can create a natural private monopoly when the most efficient number of firms in an industry is one and leads to a
problem of regulating private monopolies, conflict in the public interest, the government may lose out on potential dividends and leads short-termism of firms (Tejvan, 2020).

3.5. Methods of Privatization

Countries around the world have practiced different methods of privatizing state assets based on the initial conditions of the country’s economy and the economic ideologies of the political party in charge (Savas, 2000). The process of a privatization program is often easy for small institutions, while it becomes harder when finding the appropriate buyers for larger enterprises (Ghosh, 2004). It is not a uniform process across countries mainly due to their political nature and the various approaches to privatizing. There are many methods of privatization. The most common method of privatization includes the sale of assets, outright sale of shares, selling shares to the workers and management, joint ventures, lease arrangements, liquidation, restitution (denationalization) of public enterprises, deregulation, management contracts, debt-equity swaps and franchising (Nitri, 2010; Berg and Shirley, 1987; Jeffrey and Schoenberg, 2006). All these entail some form of private sector participation in product or service delivery (Rothenberg, 1987).

Following Nitri (2010) and Berg and Shirley (1987) the nature and scope of some of these methods can be explained as follows:

i. Sale of assets: this is the process of selling the assets of SOEs to a private organization or an individual. This method tends to create negative public perceptions. Governments tend to be accused of selling public assets at giveaway prices in this form of privatization. This is usually done by auction sales.

ii. Sale of Shares: this usually happens when the ownership of public enterprises is transferred from the public sector to the private through the partial or total sale of shares sector is the process where the state sells its shares to a private organization or an individual. Partial sale of shares refers to cases where the government sells a certain proportion of the total outstanding shares. While total sales/completion divestiture involves the outright sale of all shares to a single buyer, to the workers, or management of public enterprises being privatized.

iii. Joint Venture: This can take the form of a partnership between an existing SOE and a private investor. Sometimes the government and a private investor established a new organization and take over all or part of an existing SOE and transfer them into the newly formed enterprise.

iv. Lease Arrangements: This occurs when a private firm takes the responsibility of operating and maintaining the assets of a public-owned firm. The government retains the ownership as well as responsibility for financing capital investments. Because the new operator has a strong incentive to
reduce cost and improve efficiency, the government will benefit from the efficiency gains that arise as a result as well as dividends where relevant.

v. Liquidation: This is the process of taking business assets and turning them into cash, which may be used to pay off debt or to reap revenue. It involves the winding up or withdrawal of an enterprise as a legal entity and the sale of its assets to create a vacuum that can thereafter be filled by the private sector.

vi. Restitution: This is a return of assets or shares to former owners from whom they had been acquired by the government through nationalization or confiscation without adequate compensation. It is normally regarded as full privatization.

vii. Deregulation: It is also known as liberalization, refers to the removal of restrictions on market entry and is intended to increase the role of competition (Ghosh, 2004).

viii. Management contracts: These place a public enterprise under private management for a specific period, during which the contractor is paid a fee. Such a fee may partly be based on performance. Ownership of assets remains with the enterprise and ownership of shares remains unchanged. This method is often used in situations where there is a need to turn around a company in readiness for eventual privatization (Oliver and Bhatia, 1998).

Each of the mechanisms of privatization mentioned above has its advantages and disadvantages (Bennett, 2004). The methods can be selected based on the nature of enterprises, capital markets, and objectives for privatization. But to select appropriate methods, their advantages and disadvantages ought to be carefully weighted and considered (Megginson, 2005). Because in the absence of a well-functioning property-right market, privatization may result in the transfer of public assets to private agents who do not use them in a substantially more efficient way than they had been used under state ownership (Jefferson, 1998). Based on the experience of African countries among the method mentioned above identified some privatization methods as appropriate for African countries. These include the sale of shares; liquidation; competitive sale of assets; concessions; management contracts; restitution; joint ventures, management, and employee buyouts; and equity swaps for existing or new debt.

3.6. The Theoretical Perspectives of Privatization

The theoretical principle of privatization more resembles the microeconomic benefits of the policy by allocating scarce resources from the public inefficient to the private efficient use (Vickers and Yarrow, 1988). Though many theories have been used to support the privatization agenda it is generally stated in three main theories. These are the principal-agent theory or residual claimant, public choice theory, and the property right theory. The basic assumption of these theories is that free-market forces enhance
The principal-agent theory: This theory looks at privatization from the divergence of interest point of view. Despite the problem of interest, divergence is common both in private and public enterprises whereas it is much lesser in private enterprises (Schneider, 2003). A manager acts out of self-interest and ignores the owners’ interests (Odukoya, 2007). The vital point here is that managers of private enterprises have the incentive to maximize efficiency more than those of public enterprises (Vickers and Yarrow, 1988). This then involves the need for incentives as a basis for facilitating monitoring by managers. It is the absence of monitoring incentives for public enterprise managers that account for the inferiority on the efficiency scale of public enterprises when compared with private businesses (Kivisto, 2007). According to this theory therefore privatization gives an incentive that motivates the manager to adjust his/her interest in the enterprises better than the public-owned (Cavaliere et al., 2006).

The principal-agency theorists also argue that managers in both private and SOEs are assumed to maximize their utility rather than that of the organization or its owners. However, the problem is reduced in private firms through external mechanisms and internal mechanisms through boards of directors and incentives for managers (Schipke, 2001). Additionally, it indicates that because private firms have clearer goals, it is easier for owners (principals) to hold managers (agents) accountable therefore managers perform better in private firms than in SOEs (Vickers and Yarrow, 1988). Similarly, Dharwadkar et al. (2000) indicate agency conflicts as the main source of inefficiencies of SOEs and privatization will tend to raise the cost to politicians in influencing firms since subsidies to private firms are necessary to force them to remain inefficient are politically harder to sustain.

The second theory is the public choice theory and the basic assumption of this theory is that humans are egoistic, rational, and utility maximizers (Andic, 1992). This theory states that the performance of SOEs is a function of the combined actions of the general public, politicians, bureaucrats, and managers, each group seeking to maximize their particular objectives (which may not coincide with efficiency) (Yarrow, 1999). According to this theory, the entities are selfish utility maximizers (Schneider, 2003), and none have identical information with the result being the internal inefficiency of the firm. In a competitive environment, however, there is uniform access to information, contributing to greater efficiency (Odukoya, 2007).

The public choice theory also states that the underlying case for privatization is the view that there is government failure or the public choice argument, in the sense that public policy is likely to operate in ways that impede the efficient functioning of markets (Yarrow, 1999). Government failure refers to the failure of policies to allocate resources efficiently, redistribute them in a well-targeted manner, and stabilize the economy in the period of stagflation. The principle of utility maximization according to
the public choice perspective dominates human behavior both in the marketplace and in politics (Tanzi and Schuknecht, 2000). As a result, the inefficiency of state firms is attributed to bureaucrats pursuing their objectives such as excess labor spending which conflicts with the efficient operations of SOEs (Cavaliere et al., 2006).

Concerning property rights theory, changes in the allocation of property rights change the structure of incentives that decision-makers face in the firm and hence lead to changes in both managerial behavior and company performance (Megginson, 2005; Odukoya, 2007). This theory states that people should respect the allocation of resources in social and economic relations. Besides owners of companies should address the losses they cause to others against the profit they gain (Balza et al., 2013). Property rights are the social institutions that delimit the range of privileges granted to individuals with specific resources. Following this view, Starr (2018) asserts that the theory of property rights specifies social and economic relations that people must observe concerning the allocation of resources while taking into consideration both the benefits to owners and the harm they cause to others (Omran, 2004). According to this theory, a private owner, with the right to residual income, exercise greater monitoring effort than a public sector counterpart with no such direct rights. The propositions of property rights and principal-agent theories are based on unrealistic assumptions which include the existence of an efficient capital market and a perfect flow of information for private shareholders (Kivisto, 2007). The review of privatization theories above suggests that SOEs are inefficient because of the high transaction cost in protecting (Dharwadkare et al., 2000) and enforcing property rights associated with bureaucrats’ and politicians’ inability and in certain cases fear of losing their support base (Cavaliere et al., 2006).

3.7. Privatization around the World

Since the development of the private sector in the late 1970s and 1980s, the share of private investments and revenue in the global economy has increased. Worldwide Western Europe has been the leader in privatization revenues representing roughly a third of privatization proceeds over the period 1977 to 2002 (Roland, 2008). The aggregate share of the private sector is yet much larger in industrialized countries than in developing countries. Besides, the private sector has been actively engaged in expanding production and welfare gains (Goran et al., 2020). Table 1 below shows global investment growth from 1990 to 2017 compared to additional development indicators. The share of the private sector is consistent with decreasing unemployment rates and an increasing economic growth rate.
Table 1: Private investment’s share of GDP compared to some development indicators (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Private sector’s share of GDP</td>
<td>6.064</td>
<td>7.028</td>
<td>8.262</td>
<td>7.837</td>
</tr>
<tr>
<td>Unemployment rate</td>
<td>5.735</td>
<td>6.190</td>
<td>5.697</td>
<td>5.524</td>
</tr>
<tr>
<td>Tax revenue</td>
<td>24.816</td>
<td>25.819</td>
<td>24.57</td>
<td>24.795</td>
</tr>
<tr>
<td>Annual growth rate</td>
<td>2.452</td>
<td>2.980</td>
<td>3.030</td>
<td>2.811</td>
</tr>
</tbody>
</table>

Source: own calculations, World Development Indicators (2019)

Moreover, Figure 1 below portrays the yearly worldwide privatization revenues, in US$ billions from 1988 to 2016, and shows an increasing trend. Worldwide, governments raised the highest revenue (nearly $319.9 billion) in 2015 and the second-highest ($266.4 billion) during 2016 through privatization sales. Privatization proceeds exceeded $1.189 trillion from 2012 to 2016. China was the leading privatizing nation during 2016, raising an astonishing $176.8 billion through 298 sales of at least $50 million. The second-largest privatizer of 2016, after China, was the United Kingdom, which executed 13 sales worth $34.78 billion. The next five largest privatizers of 2015, after China and the UK, were Italy (11 deals; $12.38 billion); Japan (3 deals; $11.95 billion); India (34 deals; $11.36 billion); the United States (7 deals; $11.00 billion); Sweden (6 deals; $9.11 billion) and Australia (5 deals; $8.59 billion) (PB, 2017).

Source: own graphics based on World Privatization Barometer data

Figure 1: Worldwide privatization revenues 1988-2016 ($billion)

The shares of EU countries are only 20.0% of worldwide totals in 2016 and lower than the long-run
average share of about 44.6% (PB, 2017). Over 1988 to 2008 total privatization proceeds amounted to the US $220 billion in Latin America (28% of the total world proceeds and 0.5% of GDP over the period) where Argentina, Brazil, and Mexico have the highest share. Central and Eastern Europe have shared proceeds totaling $240 billion. The proceeds of privatization have been much more limited in Africa, the Middle East, and South Asia with total proceeds below $50 billion for each of these regions. While South Asia has had a limited privatization experience, this was not the case in East Asia with 30% of total world proceeds. The proceeds of privatization in South Asia totaled US$ 17.45 billion and in Sub-Saharan Africa with $11 billion (3%) of total proceeds (Meggison, 2017). Privatization also accounts for a significant share of FDI of the world economy. Figure 2 below shows the global transfer of FDI due to privatization from 1980 to 2020 where on average the lowest is recorded in Africa and the highest is in Europe and America, but from 2010 to 2020 FDI in Asia it increases while it declines in Europe and America.

Source: own graphics based on UNCTAD (2019) data

Figure 2: Average FDI inflows in the world, 1980-2020

3.8. Privatization in Africa

Privatization was implemented in Africa in the early 1980s. Many believe that the liberalization waves and budgetary constraints sparked privatization as an economic solution. Furthermore, it has been taken as an alternative measure to the existence of weak SOEs. However, the external pressures from the World Bank and other donor countries, particularly the Western protagonists of economic reforms and globalization are also considered a strong force behind the privatization of many African economies.
Privatization programs in Africa occurred in successive waves, with some countries privatizing much earlier than others (Adams, 2007). The first groups to start the program, in the late 1970s to early 1980s, are Francophone countries mainly; Benin, Guinea, Niger, Togo, and Senegal. The second groups started in the late 1980s are Anglophone and Francophone countries (Ghana, Nigeria, Ivory Coast, Mali, Kenya, Malawi, Mozambique, Madagascar, and Uganda) (Nellis, 2008). Finally, countries that privatized their SOEs in the late 1990s are Cameroon, Ethiopia, Sierra Leone, Tanzania, Burkina Faso, and Zambia. In this privatization process, African countries have privatized around 40% of their SOEs and are concerned with smaller manufacturing, industrial or service firms (Auwalin, 2019). It is exhibited by a lack of significant progress due to corruption, mismanagement, and the interests of senior bureaucrats. Despite this Nigeria’s privatization program had been one of the most successful in SSA in the 1990s (Nellis, 2008).

The purpose of privatization in developing countries is mainly to raise revenue via the sale of assets (Estrin and Pelletier, 2018). Figure 3 below shows a breakdown of FDI inflows due to privatization by sub-region. At the sub-regional level, disaggregated data shows a strong performance in North Africa, followed by West Africa and Southern Africa. The Eastern and Central Africa sub-region are the least performing. Egypt remained the largest FDI recipient not only in the sub-region but also in Africa in 2018. Besides in SSA from 2000 to 2008 total proceeds increased to US$12.654 billion. Nigeria comprised 51% of this amount, followed by Kenya (10%), Ghana (9%), and South Africa (6%) (UNCTAD, 2019). FDI can have positive spillovers on growth through job creation, technological transfer, and capital accumulation.
4. Empirical studies on the impacts of privatization


There are two theoretical arguments regarding the impact of privatization (whether it is positive or negative). Many empirical (at firm or country-level) studies have been conducted to give support to either of the two debates on the impacts of privatization. Some studies conclude that privatization has a positive effect on economic growth and income inequality while others do not. Here the empirical studies conducted and experiences outside Ethiopia are reviewed by considering the impact of privatization in terms of economic growth and income inequality.

Filipovic (2006) conducted the impact of privatization on economic growth in developing countries using cross-country regression analysis and concludes that privatization is a potentially successful policy of economic growth as long as implemented with other economic reforms. This finding is consistent with the empirical findings of Soltani and Anis (2012) and Boubarkri et al. (2009), who found a positive relationship between privatization and economic growth.

Evidence like Sheshinski and López-calva (2003) also demonstrates that public enterprises have performed miserably compared to private enterprises, especially in developing countries. However, this doesn’t mean that all public enterprises are inefficient there are highly viable public enterprises in several cases. On the other hand, Cook and Uchida (2003) applied a cross-country growth regression analysis using extreme bound analysis. They used data from 63 developing countries from 1988-to 2000 and found that privatization has contributed negatively to economic growth due to the lack of competition. Others like Vuksic (2016) and Vujacic and Vujacic, 2011) on Croatia and Serbia state that privatization was ineffective and failed to drive growth, creating some economic and social consequences. Consequently, the authors suggest the idea of the revitalization of SOEs rather than privatization, especially in the developing countries where the institutional infrastructure in terms of competition and regulation is not well established.

Sobir et al. (2016) studied the macroeconomic gains from privatization during the transition period in Uzbekistan for the period 1994 to 2014. According to these authors, small-scale privatization has a positive and significant effect on the economic growth of Uzbekistan. By reducing inflation, via its impact on the budget deficit, privatization could also protect efforts to expand exports through currency devaluation (Roland, 2008). On the hand, Ozata (2014) used the Turkey data for the period 1986-2012...
and analyzed the effect of privatization on growth. The author posits a negative effect of privatization on economic growth.

Studies found that between the time 1990 to 2003, in 120 developing countries, 7860 transactions occurred that generates nearly $410 billion that accounting for 0.5% of the developing countries’ GDP during the period of privatization. Ahluwalia (2002) supports and agrees that privatization increases economic efficiency and generates more income and rapid growth. Nellis (2008) also analyzes Africa’s privatization experience using firms divested through public share offering during the period 1989-1996. They found that privatization increased significantly capital spending but insignificant changes in profitability, efficiency, and output. On the other hand, Sheshinski and López-calva (2003) argue that privatization increases profitability and efficiency in both competitive and monopolistic sectors. They also argue that privatization without effective competition policy puts existing monopolies in private hands, which may in turn have enough power to capture the state apparatus to prevent the introduction of competition policy. Privatization within an economy that lacks competition would also result in adverse effects including higher prices because of monopolies and less domestic investor participation (Smith and Trebilcock, 2001).

A study by Abdulkadir (2016) on 142 countries for the period of 1960-2014 in different scenarios, found a positive relationship between privatization and GDP per capita growth. The author founds that the effect of privatization in the case of developing countries is positive, but in the regional grouping, it varies consistently from the other studies. It is negative for Africa albeit insignificant while the effect of privatization has a slight increase in Latin America and the Caribbean, and Asia and a 3 to 4% increase in GDP in rich countries of Oceania, Europe, and North America.

Related studies examined the effect of privatization on firm financial performance in Kenya based on return on turnover, assets, and equity data from 1991 to 2008. The analyses covered three years before and after privatization for each of the firms. The authors found out that the firms improved their performance after privatization where the return on turnover improved in the first year after privatization. They suggest that government should concentrate on activities such as the provision of services and creating the legal and institutional framework conducive to increased private investment. But the transfer of poorly performing SOEs to private hands could reduce investment in those enterprises from earlier levels (Balza et al., 2013).

Ujkan et al. (2021) assess how the privatization of SOEs affects economic growth in Kosovo, entailing an empirical test using a panel effects regression analysis over the period 2003 to 2018. The author found that privatization at the aggregate level does not boost economic growth; in particular, the methods used to privatize SOEs are not a determining factor. They show that the quality of institutions
is fragile, confirming negative associations with economic growth. They also indicated that the effects of privatization vary according to the method used, and are faced with serious impediments to privatization funds being directly invested in the economy.

Todo (2016) explored the effects of privatization on exports, jobs, and productivity in China (1990-2013). The author concludes that the privatization of SOEs in transition economies like China has been found to improve the employment and productivity of privatized SOEs. The author reveals that privatization has indeed a positive effect on export propensity, employment, and productivity in both the short and long term. The effect mostly stems from changes in firms’ attitudes about profits and risks due to competitive pressure. The author also suggests that privatization should be associated with restrictions on how involved managers can be in the ownership of privatized firms and institutional reforms should be implemented that promote trade openness, financial freedom, and anti-corruption.

A related work by Li et al. (2016) adopted a triple difference approach which enables them to separate the pure privatization effect from the listing effect; using a database from 1999 to 2009 matched with comparable SOEs and privately-owned firms. Their findings show a significant positive increase in profitability post-privatization of Chinese SOEs.

Plane (1997) carried out a study on 35 developing countries for the period 1984 to 1992 and the author concludes that on average privatization reforms increased economic growth in these countries from 0.8% to 1.5% during the study period. Other studies in Bolivia, Argentina, Mexico, and Peru also confirmed a positive statistical relationship between privatization and output. They assert that SOEs generated big losses and privatization revenues are large enough to offset the social costs of job losses. They suggest that privatization had positive effects on the poor through the fiscal effects, and privatized companies were the main taxpayers (Chong and López, 2003).

One of the accounts of the macroeconomic implications of privatization cautions that unless significant efficiency gains are realized by the budget, privatization can worsen budgetary prospects over the medium term (McKenzie, 2011). One of the reasons for this unfavorable outcome is that state assets are often under-priced and the government usually continues to shoulder the associated costs of divestiture such as labor retrenchment pay-outs. Similarly, SOEs help to curb market failures by implementing pricing policies that take account of social marginal costs. While privatizing enterprises might lead to financial profitability but workers bear the burden of restructuring through layoffs and wage cuts (Estrin and Pelletier, 2018). According to Kumssa (1996) however in SSA private enterprises are more efficient while SOEs contribute to fiscal deficit, inflation, and ultimately lower economic growth thus argues countries should consider privatization as a strategy to boost their economy.

In Barnett’s (2004) study of panel data for 10 developing countries, the impact of privatization on fiscal
variables, growth, unemployment, and investment was explored. The author indicated that privatization is positively correlated with real GDP growth and results on average 0.4% GDP growth rate per year. Gupta (2005) reviewed various methods of privatization in transition economies and reported that privatization promotes economic efficiency and growth. The Mexican workers in the privatized SOEs had a significant wage increase but this came at the expense of lost employment in the privatized firms which have long-term welfare consequences (Estrin and Pelletier, 2018). Fabian (2007) provides complementary evidence about the impact of privatization on growth and finds a positive effect from mass privatization but it is smaller than from the more gradual methods of privatization.

Admas (2009) analyze his study on the impact of foreign direct investment (FDI) and domestic investment (DI) due to privatization on economic growth in Sub-Saharan Africa for the period 1990-2003 and found that FDI due to privatization has a positive impact on Economic growth. The author also found that FDI initially has a negative effect on domestic investment and subsequently a positive effect in the later periods. Besides studies suggest that privatization, especially when accompanied by complementary reforms has a positive effect on economic growth. Concentrated private ownership has a stronger positive effect on performance than dispersed ownership. Three factors appear to drive the more positive effect of privatization on foreign than domestic owners. Domestic managers have limited skills and access to world markets, domestically privatized firms have been more subject to tunneling and new large shareholders artificially decreased performance. On the other side, Vernon-Wortzel and Wortzel (2004) indicated that SOEs’ problems do not arise from ownership but from lack of clear objectives, inappropriate control, motivation, and reward systems. Consequently, they suggest the idea of the revitalization of SOEs than privatization, especially in the developing countries where the institutional infrastructure in terms of competition and regulation is not well established.

The welfare effects of privatization are inconclusive resembling either negative or positive effects. Here are some of the studies on privatization and income inequality:

Chao et al. (2016) construct a two-sector general equilibrium model to explore the impacts of partial privatization and they find that privatization decreases wage inequality. Estrin and Pelletier (2018) also provide empirical evidence on privatization in developing countries, with particular emphasis on the distributional impacts of privatization. The authors find that private ownership alone is no longer argued to automatically generate economic gains in developing economies; pre-conditions and an appropriate process of privatization are important to attain a positive impact. This includes well-designed reforms; the implementation of complementary policies; the creation of regulatory capacity; attention to poverty and social impacts; and strong public communication; which are often challenging in developing countries. The authors also argue that higher efficiency and profitability can be obtained under privatization through lower levels of employment, lower wages, reduced public service provision, and higher product prices,
While Bakkeli (2017) explores whether a higher degree of privatization can be linked to increased income inequality in China based on data collected between 2004 and 2005. The author then examines whether the impact of an individual’s socioeconomic position on their income varies across regions with different degrees of privatization. The author confirms that income inequality is higher in regions with higher degrees of privatization, and larger privatization correlates with lower individual income. Besides, privatization is associated with greater individual differentiation and overall income inequality (Bandelj and Mahutga 2010).

Piketty (2014) argues that the transfer of wealth through privatization was an important element in the growth of private wealth in Britain than in other Western European countries between 1970 and 2010. The author argues that privatization does not necessarily entail a net transfer of wealth between the public and private sectors and need not affect its distribution. The author further highlighted the impact of privatization in the growth process and on capital accumulation. According to this author SOEs to be privatized are valued in a way that their price represents the discounted sum of the profits to be earned from them, and then privatization means that the state is replacing an income stream with its discounted capital value in its asset portfolio.

Ahmad (2017) analyzes the role of a political regime (democratic or non-democratic) in assessing the impact of economic freedom on inequality. More precisely, the author estimates an inequality model that explicitly captures the interaction between privatization and democracy and finds that income inequality following liberalization policies is reduced when it is implemented in a more democratic political framework. Ceriani et al. (2018) investigate the relationship between privatization and income inequality through redistribution, focusing on the role of democratic institutions in developing countries. Using a panel of low and middle countries in the period 1988-2008, they find that an increase in privatization revenue results in a decrease in income inequality when democratic institutions are well consolidated. The authors suggest that, in developing countries, the choice of policymakers to both democratize and start economic reforms may lead to an improvement in income equality. Other evidence for instance Hall and Lawson, (2014) points to a negative relationship between economic freedom and income inequality and the strong positive relationship between growth and economic freedom, any change in the direction of more economic freedom (i.e. privatization of SOEs) would lead to an increase in inequality. Nevertheless, other evidence in the case of China and the US points to an inverted-U-shaped relationship between privatization and income inequality. Once passed the tipping point, any improvements to economic freedom lead to a decrease in income inequality (Wu and Yao, 2015; Bennett and Vedder, 2013).

Zelnick and Dingerson (2016) explored how the insertion of private interests into the provision of public...
goods and services increases inequality in the US. According to these authors privatization profoundly affects the quality and availability of vital goods and services delivered by the government like education, social services, and water. When governments directly provide a service, they often provide living wages and decent benefits to workers. When private companies take control, they slash wages and benefits in an attempt to cut labor costs, replacing stable jobs with poverty-level jobs. In their analysis, they identify five ways in which privatization of SOEs increases income inequality thereby disproportionately hurting poor individuals: the creation of user fees, decreased wages and benefits, and increased socioeconomic segregation. Hence adequately fund of public goods and services and measuring the impact of potential privatization before privatizing are the way of addressing inequality and restoring an equitable society.

Miguel and Ballesteros (2020) analyze the link between privatization reforms and income inequality on data from 25 European countries between 2003 and 2013. The authors find a positive link between privatization and inequality and suggest that income inequality is higher in countries that have resorted to privatization reforms to a greater extent. They concluded that social consequences should be considered when evaluating regulatory reform, like privatization.

Adams (2007) also examines the impact of privatization on economic growth and income inequality in Sub-Saharan Africa between 1990 and 2002. The main finding of this author is that privatization did not contribute to growth but helped to reduce income inequality whereas inflation due to privatization contributed negatively to income equalization. The author suggests that the necessary market-supporting institutions must be in place for privatization to have an appreciable impact on the economy. The authors claim that on average, privatization has worsened wealth distribution and, to a lesser extent, income distribution.

Generally, this empirical evidence ensures that structural reform due to privatization has induced either positive or negative changes in key macroeconomic variables that contribute to overall economic growth and income inequality. Though not all these changes can be attributed to privatization they assert that the public sector’s financial health and a better macroeconomic setting have been fueled by the reduction of SOE activity around the world.

4.2. Empirical Studies on the Impact of Privatization in Ethiopia

It is not simple to provide a clear picture and conclusive evidence of the effects of privatization on the overall economy in Ethiopia. Few studies have been conducted on measuring the dynamic effects of privatization on income inequality. Here are some of the studies conducted in Ethiopia.

A pioneering study was conducted by Rebeka (2001) in the Ethiopian context between 1993/94 and 1998/99 aiming at comparing the technical efficiency of 25 privatized industries before and after privatization. She found that while privatization had a positive effect on improving technical efficiency in the food processing industries, it had a negative effect on the beverage, textile, and leather sectors. For non-metal, wood, printing, and chemical industries, privatization had neither a positive nor a negative effect on efficiency. But when these industries were under government ownership, they were characterized by stabilization and rehabilitation of the economy.

Selvam (2007) also examined the relationships between privatization and budgetary deficit, more of fiscal, in percent of GDP, and openness data from 1994 to 2004. The author shows that the privatization was too slow and very fragile, coupled with poor processing, to acquire the minimum benefits which have been gained in the rest of the developing world causing doubt about the conduciveness of the privatization paradigm towards investment. The author also shows that there is a weak correlation (the coefficient is -0.268) between privatization and budget deficit. According to this author, there may be two reasons which justify this no effect phenomenon: first, the privatization proceeds brought by the size of privatization were too small to affect the budgetary deficit, and second, the retaining of major SOEs by the government may leave the budgetary deficit to have little or no link to the privatization but reduces investment spending. Reduced investment spending implies a slower capital formation and lowers economic growth and the author advises the government to minimize its deficit before privatization.
Alemayehu (2015) analyzed the impact of privatization on firms’ performance. As a policy, the government avoided incentives to public firms in the form of financial subsidies. Although it is difficult to segregate the amount of revenue that the government got from privatized firms through taxes, this author argues that the privatization process has contributed little to shaping the fiscal structure of the country. In terms of generating revenue, privatization proceeds accounted for about 10-21% of non-tax revenue and about 4-8% of the overall government revenue, excluding grants. Israel (2019) also evaluates the financial and operating performance of privatized Ethiopian firms, which were privatized during the period 2004 to 2015. The author finds that there is an increase in profitability, capital expenditures, operating efficiency, and output achieved by all privatized firms following privatization. While the author finds a significant decrease in employment and leverage following privatization.

Mahlet (2021) conducted on whether privatization has an impact on the economic growth of Ethiopia by considering GDP per capita as a proxy for economic growth and claims on private sector % of GDP to measure the magnitude of privatization using data from 1994 to 2019. The author finds that privatization and FDI have a positive and significant impact on long-run economic growth in Ethiopia but are insignificant in the short run. The author suggests that the insignificant impact could be a result of the problems encountered in the privatization process and some managerial changes might take a few years to affect performance as with other major institutional changes. Similarly, Mengistu (2020) assesses the macroeconomic impacts of privatization in Ethiopia using the data from 1994 to 2018 focusing on the growth, fiscal, and debt relations. The author finds that privatization is highly correlated with a budget deficit and debt stock affects economic growth negatively both in the short run and long run indicating the debt overhang problem of the country which is a possible cause of privatization that does not have a long-lasting growth impact. He also finds that private sector contribution affects economic growth negatively in the long run and the positive economic growth impact of competitiveness comes from the country’s trade potential and not from the policy of privatization.

A small-scale study conducted by Wolde (2010) found mass layoffs after the transfer of ownership. He also reported that the workers who became unemployed due to privatization did not receive any training for re-entry to the labor market either from the government or the new owners. Selvam et al., (2006) also examine the relationship between privatization and investment. The authors find out that coupled with economic and political instability, the effect of privatization on investment is robustly negative. Gross domestic savings as a share of GDP over the first phase of privatization accounted for 7.64%, which declined to 3.52% after privatization. They affirm that the nation’s inherent problems of bureaucracy and property issues must be overcome to make the privatization program more fruitful in the aspect of investment attraction.

Other literature explored the impact of privatization on firms and the economy as a whole, more specifically:
Gebeyehu (2005) found that SOEs outperformed the private sector in equipment per person, the value of productive assets, and employment and found 12% decrease in employment in Ethiopia privatized firms. Selvam (2008) identified that the production level declined by 14.21% in the post-privatization period (1995-2004), no positive shifts in management philosophy or training were found but there were modest gains in after-tax profit from 1995 to 2004. Besides Selvam, (2008) argued that technical efficiency improved after 2004 but Gebeyuhu (2005) finds that technical efficiency was not higher in privatized firms (69%) relative to SOEs (around 75%). Negash et al. (2018) conclude that privatization without changing the institutional framework would not bring improvement in the performance of SOEs or attract new investment. Raising extra revenue with the non-tax system to finance the growing investment need of the public sector reducing the size and improving the performance of the public sector and boosting the expansion of the private sector are common rationales behind privatization (Gulilat, 1994).

As already noted before, there are a few empirical proofs in linking privatization to income inequality in Ethiopia. As a consequence, implications underlying the relationship between privatization and income inequality in Ethiopia remain unknown. But the relationship between privatization and income inequality in Ethiopia can be discussed in light of market transition theory. According to this theory, employees in public sectors may face reduced protection, reduced wages, and income when economic policy is taken in a more market-oriented direction, while individuals in the private sector may get better wages through the restructured system (Victor, 1989). Some empirical studies have shown evidence inconsistent with market transition theory as it ignores the fact that market and state are highly related. But this theory seems consistent in the Ethiopian context.

5. CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

Despite low-income countries including Ethiopia privatization has proven more difficult to launch, and less likely to generate quick, positive effects it is observed from this review that privatization can have either positive or negative impact on both economic growth and income inequality and the positive effect is dependent on the establishment of effective institutions. The effect on unemployment is ambiguous and no clear trend can be identified.

Finally, based on the debates on privatization this paper tried to review whether privatization has a positive impact or negative impact on the economy through economic growth, income inequality, and other channels. Based on my review the impact is mixed that is some studies conclude a positive impact while others conclude a negative impact of privatization on economic growth and income inequality. Based on this review my conclusion is that if privatization is implemented along with well-designed reforms, complementary policies, and the creation of regulatory capacity, it can have a positive influence.
on economic growth and income inequality. Without such conditions, it would not bring any improvement in the economy.

5.2. Recommendations

Based on this review paper the following recommendations are offered:

Therefore, the Government should strengthen the existing privatization program, particularly in the manufacturing sector. Some of the success of privatization as a policy that promotes economic growth may lie in the fact that privatization leads to other structural changes in the economy, so privatization should be strengthened along with complementary policies. From the review, it is clear that there are no sufficient studies conducted in Ethiopia on the social impact of privatization and environmental implications, on income inequality, employment effects, and wealth and income distribution. Hence before implementing the privatization program further, the policymakers should identify factors for the successful implementation of the program and its impact on income inequality.

To enhance the contribution of foreign direct investment, the government needs to revise and strengthen privatization policies to increase FDI which is believed as a backbone of growth. This includes an increased capability of advanced technology, increased access to foreign savings; improve infrastructure, and access to the international market. Besides the role of the state has not to be limited to the provision of certain economic and social infrastructures but go as far as investing in areas where the private sector is unable to involve due to fear of long gestation periods, huge capital requirements, and less profitable in purely financial terms.

Rapid deregulation has rarely been a good strategy, particularly in the banking and finance sector as the experience of Chile and Mexico showed in the 1990s. Hence, Ethiopia’s cautious stance in opening up the financial sector to foreign private capital is appropriate. It is also important to ensure that while the current privatization initiatives are focused on privatizing large SOEs (e.g. power, logistics, and telecoms), the necessary support should be provided to a large number of SMEs and self-employed individuals if the country has to move to middle-income status. Finally from the review, some studies report that joint ventures perform better than wholly foreign-owned and domestic firms. This suggests that both domestic and foreign parties of a joint venture bring in important and complementary attributes essential to achieving high performance. This provides an important insight into the type of privatization a country like Ethiopia should attract.
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1. Introduction

Recently considerable attention is being given to strengthen domestic resource raising efforts—particularly in developing economies, which stems from, inter alia, recognition in the increased domestic funding requirement of Sustainable Development Goals and the Addis Tax Initiative, which focuses on promoting more equitable and effective own revenue mobilization (McNabb, 2021). However, domestic revenue mobilization efforts in developing countries have lackluster\(^1\) performance (see Figure 1) and are constrained by numerous bottlenecks. The most common problems include low per capita income dominated by subsistence agriculture (Yohou et al. 2016); institutional hurdles (Piancastelli and Thirlwall, 2015); armed conflict (van den Boogaard, et al., 2018); governance challenges (Prichard et al., 2018); limited financial inclusion (Oz-Yalaman, 2019); and heavy dependence on vulnerable commodity export sector which disproportionately affects least developed and landlocked developing economies (UNCTAD, 2019).

In developing countries where multifaceted problems abound, digital provision of government services and information (e-government) has great potential to enhance domestic revenue mobilization both directly and indirectly. For instance, Uyar et al. (2021) and Nimer et al. (2022) have shown that digitalization of government services has significant effect on reduction of tax evasion. In addition, cross-country cross-firm studies also indicate that reliance on e-filing systems decreases tax compliance costs in terms of time needed to prepare and pay taxes, the frequency of contact with tax officials, and the perception of tax bureaucracy as an impediment to firm performance and operation (Kochanova et al., 2020). Elbahnasawy (2021) relying on panel data analysis has confirmed that digital government leads to marked reduction in the activities of the shadow economy. Countries can also harness e-government to attract foreign capital (Han et al., 2021) and to boost economic growth (Majeed and Malik, 2016; Majeed and Ayub, 2018) by overcoming locational disadvantages that induce information asymmetry for domestic and foreign firms (Dunning, 1981; 1988; von Haldenwang, 2004).

These results imply the essence of e-governance goes well beyond online presence of the bureaucracy. The vital goal of e-government development is to facilitate smooth interactions among concerned agents: households, businesses and all tiers of the administration hierarchy (Basu, 2004). E-government applies e-commerce instruments and innovations to routine government activities. These instruments and innovations seek to benefit the government apparatus as well as its citizens (Howard, 2001). E-government can be harvested to achieve a wide range of social, economic and political objectives. Justice et al. (2006), for instance, emphasize the role of e-government in enhancing fiscal transparency, accountability, and responsiveness while Hopper et al. (2009) suggest that electronic provision of public services retrenches corruption by limiting physical contacts with bureaucrats, reducing time lags in decisions, and minimizing human-induced errors. Digital government can also improve public processes and simplify how individuals, civil society organizations, and firms use services, offer feedback, and interact with government (Ingram and Dooley, 2021).

---

\(^1\) Out of the 23 African countries for which recent data is available, 17 (about 74% of the sample) have tax-to-GDP ratios significantly lower than 20% which compares starkly, for instance, with the OECD average of about 34% during comparable years.
Figure 1: Tax revenue (%GDP) across selected African countries.

Source: Own production using UNU-WIDER dataset (2021).

Note: Data is from 2018 for most of sample countries with the exception of Egypt (2021) as well as Ethiopia, Mauritius, Rwanda and South Africa whose latest data is from 2019.

The extant literature reveals very few previous systematic investigations that try to determine the possible connection between e-government development and national revenue mobilization efforts. One such related endeavor was by Gnangnon and Brun (2019) who studied the possible effect of the Internet on shifting dependence from resource revenue towards non-resource revenue. They relied on a sample of 99 developing and developed economies covering the time period from 1995 to 2015. The GMM estimation results suggest that the Internet leads to a change in the structure of government revenue, in particular from reliance on resource revenue towards progressive reliance on non-resource revenue. In addition, they show that their result was stronger for developing economies than for more advanced nations.

The remaining part of the paper has the following organization. Section 2 summarizes the relevant existing literature to set the stage for the empirical analysis. Data and methodology are treated in section 3. Section 4 will present and discuss the estimation results while section 5 shall offer conclusion and possible policy recommendations.

2. Literature review
Revenue mobilization effort is among the most widely examined issues both in macro and micro settings (see, for instance, Mogues and Benin, 2012; Lien, 2015; Masaki, 2018; Gnangnon and Brun, 2019; and Mawejje, 2019). However, the link between tax revenue and e-government remains underexplored, especially in developing economies. In the following segments we provide review of the relevant existing body of knowledge on the determinants of government tax revenue and highlight the salient gaps that this particular study would strive to fill.

2.1. Economic and demographic determinants

Most previous studies confirm that gross domestic product (GDP)—the common tax base for any economy—has strong positive correlation with tax revenue measures. The intuition is that economic progress induces improvement in tax collection as marked income growth reduces taxpayer resistance towards compliance due to declining marginal utility of money and increasing number of wage earners crossing into taxable income brackets. In addition, robust economic growth and expanding GDP enhance the government’s capacity to mobilize resources (Besley and Persson, 2009; Muibi and Sinbo, 2013). Besides the size, the structure of the candidate economy is also very important (Yohou et al.; Elbahnasawy, 2021). In general, economies dominated by agriculture and informality have lower tax collection performance.

The degree of integration with the rest of the world also plays an important role in improving tax revenue as governments can levy and collect tariff, consumption taxes, and other surcharges on imported goods and services. Piancastelli and Thirlwall (2015), Nnyanzi et al. (2016), and Oz-Yalaman (2019) have used variants of economic integration measures among determinants of tax revenue. Apart from economic interdependence, internal macroeconomic stability is expected to enhance tax revenue mobilization across countries. Inflation is the standard choice to control for the role of macroeconomic stability (Yogo and Ngo Njib, 2018; Mawejje, 2019). Historically, low and stable price dynamics help improve tax revenue receipts.

Though results are not conclusive, it has also been argued that access to non-tax revenue sources can influence governments’ tax revenue mobilization activities. For example, it is argued that concessional loans have significant positive effect while grants have significant negative effect on revenue mobilization efforts. Empirical results were also confirmed by Thornton (2014) in a study of 93 developing countries over the period from 1984 to 2009 and Benedek et al. (2014) in a study of 118 economies over the period from 1980 to 2009. The effect of aid on tax revenue can also be magnified or diluted by the presence of intermediating factors. In this regard, Yohou et al. (2016) found that aid decreases tax revenues but revenue performance improves in response to aid inflow in the prevalence of higher levels of government stability. In addition, aid impact of tax performance can be sensitive to the institutional qualities of aid dependent economies. The ‘resource curse’ doctrine has also pointed out the existence of a negative relationship between natural resource abundance and tax revenues (e.g. Maweje, 2019). The argument often borders on moral hazard problems where governments that enjoy large resource royalty bonanza have less incentive to engage in the often politically unpopular task of imposing and raising tax revenues.

Other common socioeconomic predictors of tax revenue include education and population. Some scholars (e.g. Torgler and Schaltegger, 2005) link education level to tax morale. It is claimed that more educated citizens are quick to appreciate their governments’ efforts and are also more likely to comply with their tax obligations as they enjoy higher compensation and more stable employment than their less educated
counterparts. Empirically, Nimer et al. (2022) have found that education magnifies the role of digital infrastructure in minimizing tax evasion while Castro and Camarillo (2014) found no significant effect of education on tax revenue. Regarding population, the extant literature on tax revenue determinants indicates inconclusive results. Rashid et al. (2020) found no systematic association between population and total tax revenue while Gnangnon (2017) found significant positive effect of population growth on tax revenue using system GMM method.

In addition to economic indicators such as GDP, it has also been postulated that the types and intensities of macroeconomic policy practices also influence the level of tax collection across countries and over time. For instance, Amoh and Adom (2017) using time series data for Ghana demonstrated that fiscal policy (approximated by government expenditure) has significant and positive effect on tax revenue while Kalaš et al. (2020) confirmed government expenditure has significant positive effect on tax revenue using panel data for members of the European Union. Zarra-Zezhad et al. (2016) relying on a panel of 83 economies over the period 1990-2012 controlled for an aspect of the monetary policy regime using exchange rate movements. They found a significant negative effect of exchange rate depreciation on tax revenue. The implication is that if central banks embark on loose monetary policy stance, the resulting fall in the domestic currency would make imports more expensive thereby reducing import volumes and tariff revenue opportunities.

2.2. Institutional determinants

Tax revenue performance depends not just on the size and structure of the economy under scrutiny but also on a host of institutional factors that could enhance or impede resource mobilization arrangements. Wu and Tung (2005) have emphasized the importance of non-economic factors in influencing tax efforts. For instance, citizens’ perceptions about state legitimacy could be critical in shaping tax collection outcomes (Bird et al., 2008). This suggests that tax compliance responds to enforcement mechanisms (such as detection likelihood and severity of punishment) as well as to socioeconomic conditions that elevate the non-compliance costs for taxpayers when they do not observe established societal mores (Cullis et al., 2012). In other words, democratic and peaceful political systems bring about better legitimacy credentials and allegiance from their voters which lead to improved tax compliance (Zarra-Zezhad et al., 2016).

Empirically, Yogo and Ngo Njib (2018) demonstrate that political competition positively and significantly affect total tax revenue. Moreover, it is also argued that legitimacy enhancing developments including political competition and electoral participation positively affect local government operating expenses, revenue generation, investment and savings (Daniela et al., 2021). By contrast, a system rigged by corruption can retard the optimal generation of tax revenue (Yaru and Raji, 2022). Rashid et al. (2020) also report the counter-intuitive findings that democracy has negative or insignificant effect on tax revenue in developing countries while it has positive significant effect in advanced economies.

2.3. Information and communication technology (ICT) determinants

The prevailing related literature shows that e-government has great potential to enhance domestic revenue mobilization both directly and indirectly. For instance, digitalization of government services has significant effect on reduction of tax evasion (Uyar et al., 2021 and Nimer et al. (2022). In addition, encouraging taxpayers to use e-filing systems retrenches tax compliance costs (Kochanova et al., 2020). Elbahnasawy (2021) relying on panel data analysis has confirmed that digital government leads to
marked reduction in the activities of the shadow economy. National economic architects can also exploit e-government services to promote foreign direct investment receipts (Han et al., 2021) and to support growth (Majeed and Malik, 2016; Majeed and Ayub, 2018) by overcoming locational disadvantages that induce information asymmetry for domestic and foreign firms (Dunning, 1981; 1988; von Haldenwang, 2004).

However, the extant literature reveals very few studies that attempt to establish the nexus between e-government and tax revenue. One such related endeavor was by Gnangnon and Brun (2019) who studied the possible effect of the Internet on shifting dependence from resource revenue towards non-resource revenue. Their findings confirmed that the Internet leads to a shift from reliance on resource revenue towards progressive reliance on non-resource revenue.

The present study introduces at least three important contributions. First, the aforementioned study relies on a narrow proxy for digital innovation—internet penetration—which does not discriminate among digital technologies that are relevant for economic growth and/or tax revenue performance. In this study, a broader measure produced by the United Nations—the e-government development index (EGDI) will be employed. EGDI is a more comprehensive indicator as it reflects a weighted average of telecommunication infrastructure, government online presence, and human capital progress. Second, Gnangnon and Brun (2019) consider only about half of African countries in their analysis which is unlikely to capture the full-picture dynamics for the entire region. Consequently, the present study will focus on 62 low and middle income economies of which more than half of them hail from the Sub Saharan African region. Third, this study attempts to capture the effect of e-government on total tax revenue with special emphasis on developing countries where tax administration capacity teeters behind the rest of the world.

In light of the foregoing discussion, the key hypothesis this study would aim to test is the following:

\[ H_0: \text{E-government has no systematic connection with tax mobilization efforts in developing economies.} \]

3. Materials and methods

3.1. Data

Data for the present study were obtained from various sources as it was difficult to collect all the necessary variables from a single publisher due to incompleteness. The focus is on low-income and lower-middle-income economies based on the 2022 World Bank classification of countries. Most Sub Saharan African economies with complete set of observations have been included and other developing countries are also incorporated for comparison (see appendix for the list of sample countries). The time coverage runs from 2008 to 2020 which was carefully chosen to coincide with the availability of the e-government development index (EGDI) which has been released every two years over the past two decades. All independent variables are averaged over two-non-overlapping year period to establish correspondence with the EGDI variable (see appendix for the source and list of model variables).

3.2. Econometric model

One major advantage of longitudinal data is that it helps the researcher accommodate the presence of

---

1 The first three reports were released in 2003, 2005, and 2008. Since 2008, the EGDI index has been reported every two years. The study will consider reports from 2008 and onwards since in the dynamic GMM model applying lag operator requires regularity of frequency for each series included in the estimation exercises.
state dependence over time. Since we have observations both across units and over time, we can try to weigh whether past realizations determine current and future path of the specific outcome variable. The key linear dynamic panel data model considered is formulated as:

$$y_{it} = \rho y_{i,t-1} + x_{it}b + \alpha_i + u_{it};$$

(1)

with $t = 1, 2, ..., T$ and $i = 1, 2, ..., N$. As usual $b$ is a K by 1 vector of parameters associated with the time-varying independent variables $x_{it}$. We observe $x_{it}$ and $y_{it}$ while $\alpha_i$ and $u_{it}$ are both unobservable individual heterogeneity and residual component, respectively. This is the familiar linear panel data model except that the lagged value of the dependent variable now appears as additional explanatory variable on the right hand side of the equation. Dynamic specification is one main source of endogeneity in empirical analysis. That is, with lagged dependent variable used as regressor, we have:

$$\text{cov}(y_{i,t-1}, u_{i,t-1}) = \text{cov}(y_{i,t}, u_{i,t}) \neq 0$$

Moreover, as the lagged value of $y$ is a function of the unobserved individual error component, we also have:

$$\text{cov}(y_{i,t-1}, \alpha_i) \neq 0$$

Consequently the parameter estimates $\rho$ and $b$ will be inconsistent even when the unobserved fixed effect component is distributed independent of the time-varying regressors. In fact, Nickell (1981) has shown that the magnitude of this bias can be particularly substantial in short panels.

Thus, including lagged dependent as potential predictor creates endogenous feedback effects that contaminate the consistency of the coefficient estimate for the lagged regressor. As a result, efficient and consistent estimation can be achieved using the ‘system’ GMM technique suggested by Blundell and Bond (1998). The GMM method applies when we have more instruments than the number of endogenous independent variables—under a situation where our model is over-identified. One major advantage of GMM over other estimation techniques (e.g. Maximum Likelihood approach) is that it does not require specifying the complete probability distribution of the variables under consideration. The GMM method also helps overcome computational difficulties associated with specifications that have non-tractable likelihood functions. Arellano and Bond (1991) as well as Arellano and Bover (1995) proposed a differenced GMM estimation using all possible higher order lags of the level dependent variable as instruments, that is, by exploiting all potential moment conditions based on the specification:

$$\Delta y_{it} = \rho \Delta y_{i,t-1} + \Delta x_{it}b + \Delta u_{it},$$

(2)

Blundell and Bond (1998) pointed out that the Arellano-Bond technique faces problems when the autoregressive parameter in the linear dynamic specification is close to unity and suggested using lagged differences of the dependent variable as additional instrument set would improve efficiency. It is also very important to remember that using so many lags both under the Arellano-Bond or the system GMM approaches leads to the loss of several observations thereby compromising originally promised efficiency gains.

Based on the preceding discussion, the empirical model for analyzing the effect of e-government on
tax revenue is expressed as:

\[ tax_{it} = \rho * tax_{it-1} + a_1 * e\text{government}_{i,t} + b_k * x_{i,t,k} + a_i + u_{it}, \tag{3} \]

The dependent variable is total tax revenue (tax) expressed in terms of its share relative to country GDP. The target independent variable is e-government measured as weighted average of each country’s telecommunication infrastructure, human capital progress, and online service facilities. Normally, non-resource tax revenue is used due to the fact that resource royalties are not predictably shaped by economic policy instruments and their exclusion from total tax revenue helps achieve some degree of homogeneity in revenue composition across economies (Gnangnon and Brun, 2019; Gnangnon, 2022). In this study, the attempt to exclude resource tax and social security contributions was not feasible as the vast majority of developing countries would not have complete observations under those circumstances.

The selection of the remaining control variables draws from the extensive existing literature on the determinants of tax revenue. Thornton (2014), Yohou et al. (2016), and Elbahnasawy (2021), among others, have shown that structural factors such as level of economic development and agricultural share in GDP are key predictors of revenue mobilization efforts. It is expected that an expanding economy enhances government capacity to impose and raise more in tax revenue as a result of broader taxable resource base. By contrast, pervasive agricultural share of GDP hinders such capacity because of low value addition and massive costs of tax collection from remote and scattered rural areas with limited awareness and poor infrastructure, which is particularly true for developing countries. Elbahnasawy (2021) has used intensity of informal economy to study its effect on the degree of tax evasion. As a related aspect of overall economic profile, inflation is the standard choice to control for the role of macroeconomic stability (Yogo and Ngo Njib, 2018; Mawejje, 2019).

The degree of integration with the rest of the world also plays an important role in improving tax revenue as governments can levy and collect tariff, consumption taxes, and other surcharges on imported goods and services. Piancastelli and Thirlwall (2015), Nnyanzi et al. (2016), and Oz-Yalaman (2019) have used variants of economic integration measures among determinants of tax revenue. The existing literature has also pondered the possible impact of access to non-tax revenue on tax collection performance. In this regard, speculations involve around the role of external aid (Thornton, 2014; Yohou et al., 2016) or natural resource abundance (Mawejje, 2019). Empirical verdict on the effects of aid and resource abundance remain inconclusive as the transmission mechanisms often depend on the presence or absence of other intermediating factors such as responsive governance and political pluralism.

As a result, institutional quality and governance proxies are commonly included in tax revenue analysis across economies (Gould and Baker, 2002; Lien, 2015; Zarra-Nezhad et al., 2016; Prichard et al., 2018; Yaru and Raji, 2022). This study exploits the Worldwide Governance Indicators published by the World Bank (WB, 2022). These indicators include control of corruption, governance effectiveness, regulatory quality, rule of law, political stability and absence of violence as well as voice and accountability measures. (See table AI in the appendix for definition and sources of variables). Finally, policy relevant variables that capture fiscal policy\textsuperscript{1} stances are included as these variables have been found to have significant effect on tax revenue efforts (e.g. Zarra-Zezhad et al., 2016; Amoh and Adom, 2017; Kalaš et al., 2020).

\textsuperscript{1} Data incompleteness and inconsistency did not permit to control for monetary policy. However, exchange rate variable has been included as strengthening local currency, for example, could imply tight monetary policy stance and vice versa.
4. Results and Discussion

4.1. Descriptive results

Table 4.1 presents the descriptive summary statistics based on 62 low income and lower middle income economies covering the period from 2008 to 2020. Since the e-government development index (EGDI) is published every two years, the remaining variables have also been averaged over a two-year window period to create temporal correspondence between the two. The target dependent variable—total government tax revenue expressed as percentage of GDP—ranges from a dismal minimum value of 2.2 to a maximum value of 52.6 which rivals tax mobilization performance in high income economies. The average tax to GDP ratio during the study period is about 14 percent with moderate level of volatility that amounts to 6.6 standard deviation units. Looking at the target independent variable (EGDI), e-government development varies from 0 to a maximum value of 0.71. The average value of digital government is about 0.34 which is substantially lower than in advanced industrial economies where e-government progress is nearly three times stronger.

The remaining variables also exhibit similar patterns. For instance, per capita income (measured in 2015 constant dollar) differs from a minimum of 321 to a maximum of 4831 with average value of 1790. Per capita GDP also reveals the highest recorded volatility with a value of 1139 standard deviation units. Inflation also ranges from as low as -10.5 to about 500 percentage points across the sampled economies during the selected time period. Fiscal activism—proxied by general government consumption spending expressed as percentage of GDP—is generally moderate with average value of 15 percentage points but with marked variability covering the range from 2.6 to 52.4. Low income and lower middle income economies also reveal significant external imbalances with average import and export values relative to GDP bordering 44 and 30 percentage points, respectively.

Table 4.1 Summary of descriptive statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxes</td>
<td>434</td>
<td>2.20</td>
<td>52.55</td>
<td>14.20</td>
<td>6.57</td>
</tr>
<tr>
<td>E-government</td>
<td>434</td>
<td>0</td>
<td>0.71</td>
<td>0.34</td>
<td>0.13</td>
</tr>
<tr>
<td>GDP PC</td>
<td>434</td>
<td>321.13</td>
<td>4831.27</td>
<td>1790.80</td>
<td>1138.94</td>
</tr>
<tr>
<td>Inflation</td>
<td>434</td>
<td>-10.52</td>
<td>499.70</td>
<td>8.19</td>
<td>25.00</td>
</tr>
<tr>
<td>Government spending</td>
<td>434</td>
<td>2.63</td>
<td>52.39</td>
<td>14.90</td>
<td>7.34</td>
</tr>
<tr>
<td>GFCF</td>
<td>434</td>
<td>4.18</td>
<td>80.68</td>
<td>24.00</td>
<td>9.70</td>
</tr>
<tr>
<td>Exports</td>
<td>434</td>
<td>0.50</td>
<td>106.50</td>
<td>30.27</td>
<td>16.39</td>
</tr>
<tr>
<td>Imports</td>
<td>434</td>
<td>11.26</td>
<td>111.05</td>
<td>43.92</td>
<td>17.84</td>
</tr>
<tr>
<td>Agriculture</td>
<td>434</td>
<td>3.08</td>
<td>74.83</td>
<td>21.60</td>
<td>12.33</td>
</tr>
<tr>
<td>REER</td>
<td>434</td>
<td>65.46</td>
<td>227.00</td>
<td>110.11</td>
<td>21.00</td>
</tr>
<tr>
<td>Population growth</td>
<td>434</td>
<td>-0.87</td>
<td>4.02</td>
<td>2.04</td>
<td>0.924</td>
</tr>
<tr>
<td>Corruption control</td>
<td>434</td>
<td>-1.64</td>
<td>1.64</td>
<td>-0.60</td>
<td>0.56</td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>434</td>
<td>-2.10</td>
<td>0.70</td>
<td>-0.67</td>
<td>0.51</td>
</tr>
</tbody>
</table>
Another striking feature of these clubs of developing economies is that the average institutional quality measures are all negative suggesting the presence of significant dysfunctional bureaucratic inertia in corruption control, good governance, regulatory quality, respect for rule of law, political stability and accountability. In addition, there is little difference in institutional quality scores across these economies as the standard deviation scores are lower than unity across the six indicators.

### 4.2. Econometric results

The baseline empirical results that pin down the effect of e-government development on total tax revenue are displayed in Table 4.2. Four admissible static specifications\(^1\) are presented, namely, pooled ordinary least square (POLS), within fixed effect (FE), random effect (RE) and panel corrected standard error (PCSE).

Common panel diagnostic tests—not reported in this paper—showed presence of unobserved fixed effects. The relevant Hausman test for endogeneity revealed strong correlation between unobserved heterogeneity and the time varying regressors. Various cross sectional dependence tests also confirmed spillover effects across economies. Thus, FE within and PCSE models with robust test statistics have been found to be the most favored estimations results in static settings.

Both the within FE and PCSE results indicate significant positive effect of e-government on tax mobilization efforts across developing economies. Specifically, a unit increase in digital government services induce about a four unit improvement in total tax collection, results that are statistically significant at 95 percent confidence level in the FE and at 99 percent confidence level in the PCSE models. Though not directly comparable, these results are similar with previous studies that examined the connection between taxation and progress in a variety of communication technologies. For instance, Uyar et al. (2021) and Nimer et al. (2022) found that digitalization of government services has significant effect on reduction of tax evasion while Kochanova et al. (2020) confirmed that encouraging taxpayers to use e-filing systems retrenches tax compliance costs. On a more closely related endeavor, Gnangnon and Brun (2019) found that the increase in internet penetration leads to a shift from reliance on resource revenue towards gradual reliance on non-resource revenue.

---

1 The Hansen (1999) fixed effect panel threshold method was also considered for possible asymmetric or non-linear effects. The results did not show significant presence of threshold relationships and have not been included in this paper. We promise to share the results upon reasonable request.
Several explanations can emerge that cement this significant positive effect of e-government on total tax performance across countries and over time. Justice et al. (2006), for example, accentuate the improvement in fiscal transparency, accountability, and responsiveness that occur in tandem with expansion in digital services and functions provided by governments. Hopper et al. (2009) suggest that digital delivery of bureaucratic services retrenches corruption by restricting physical contacts with officials, reducing time lags in decisions, and diminishing human-induced mistakes. Digital government can also improve public processes and simplify how individuals, civil society organizations, and firms use services, offer feedback, and interact with government (Ingram and Dooley, 2021). Using

### Table 4.2 Baseline estimates of the effect of e-government on tax revenue

<table>
<thead>
<tr>
<th></th>
<th>POLS</th>
<th>FE within</th>
<th>RE</th>
<th>PCSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-government</td>
<td>3.746*</td>
<td>4.283**</td>
<td>5.025**</td>
<td>3.824***</td>
</tr>
<tr>
<td></td>
<td>(1.85)</td>
<td>(1.92)</td>
<td>(2.63)</td>
<td>(4.27)</td>
</tr>
<tr>
<td>GDP PC</td>
<td>0.001**</td>
<td>2.219</td>
<td>1.410*</td>
<td>1.039***</td>
</tr>
<tr>
<td></td>
<td>(2.01)</td>
<td>(1.50)</td>
<td>(1.65)</td>
<td>(3.06)</td>
</tr>
<tr>
<td>Inflation</td>
<td>-0.009</td>
<td>-0.004</td>
<td>-0.006</td>
<td>-0.009*</td>
</tr>
<tr>
<td></td>
<td>(-1.11)</td>
<td>(-0.72)</td>
<td>(-1.21)</td>
<td>(-1.74)</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>0.590***</td>
<td>0.355**</td>
<td>0.423***</td>
<td>0.588***</td>
</tr>
<tr>
<td></td>
<td>(13.66)</td>
<td>(5.90)</td>
<td>(8.38)</td>
<td>(9.52)</td>
</tr>
<tr>
<td>GFCF</td>
<td>-0.070**</td>
<td>0.109***</td>
<td>0.056**</td>
<td>0.077***</td>
</tr>
<tr>
<td></td>
<td>(-2.85)</td>
<td>(3.51)</td>
<td>(2.06)</td>
<td>(-4.14)</td>
</tr>
<tr>
<td>Exports</td>
<td>0.020</td>
<td>0.069**</td>
<td>0.040</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>(0.88)</td>
<td>(2.44)</td>
<td>(1.62)</td>
<td>(0.85)</td>
</tr>
<tr>
<td>Imports</td>
<td>0.074***</td>
<td>0.033</td>
<td>0.066**</td>
<td>0.078***</td>
</tr>
<tr>
<td></td>
<td>(3.13)</td>
<td>(1.22)</td>
<td>(2.69)</td>
<td>(3.70)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>-0.102***</td>
<td>-0.066</td>
<td>-0.081**</td>
<td>-0.098***</td>
</tr>
<tr>
<td></td>
<td>(-4.83)</td>
<td>(-1.31)</td>
<td>(-2.26)</td>
<td>(-7.02)</td>
</tr>
<tr>
<td>REER</td>
<td>-0.008</td>
<td>-0.023**</td>
<td>-0.023**</td>
<td>-0.009</td>
</tr>
<tr>
<td></td>
<td>(-0.74)</td>
<td>(-2.11)</td>
<td>(-2.34)</td>
<td>(-0.79)</td>
</tr>
<tr>
<td>Population growth</td>
<td>0.247</td>
<td>0.707</td>
<td>0.415</td>
<td>0.331**</td>
</tr>
<tr>
<td></td>
<td>(0.84)</td>
<td>(1.23)</td>
<td>(0.99)</td>
<td>(2.09)</td>
</tr>
<tr>
<td>Corruption</td>
<td>-0.352</td>
<td>1.021</td>
<td>0.791</td>
<td>-0.283</td>
</tr>
<tr>
<td></td>
<td>(-0.41)</td>
<td>(0.92)</td>
<td>(0.87)</td>
<td>(-0.50)</td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>-0.010</td>
<td>2.501**</td>
<td>2.047**</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>(-0.01)</td>
<td>(2.35)</td>
<td>(2.10)</td>
<td>(0.11)</td>
</tr>
<tr>
<td>Political stability and absence of violence</td>
<td>0.465</td>
<td>0.604</td>
<td>0.521</td>
<td>0.422**</td>
</tr>
<tr>
<td></td>
<td>(1.24)</td>
<td>(1.42)</td>
<td>(1.34)</td>
<td>(2.80)</td>
</tr>
<tr>
<td>Regulatory quality</td>
<td>1.057</td>
<td>-4.137***</td>
<td>-2.647**</td>
<td>1.052</td>
</tr>
<tr>
<td></td>
<td>(1.26)</td>
<td>(-3.64)</td>
<td>(-2.76)</td>
<td>(1.19)</td>
</tr>
<tr>
<td>Rule of law</td>
<td>1.068</td>
<td>-1.675</td>
<td>-1.418</td>
<td>1.049</td>
</tr>
<tr>
<td></td>
<td>(1.05)</td>
<td>(-1.46)</td>
<td>(-1.37)</td>
<td>(1.18)</td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>-0.415</td>
<td>0.278</td>
<td>0.296</td>
<td>-0.425*</td>
</tr>
<tr>
<td></td>
<td>(-1.00)</td>
<td>(0.37)</td>
<td>(0.49)</td>
<td>(-1.71)</td>
</tr>
<tr>
<td>Constant</td>
<td>5.157**</td>
<td>-13.035</td>
<td>-6.054</td>
<td>-1.399</td>
</tr>
<tr>
<td></td>
<td>(2.78)</td>
<td>(-1.23)</td>
<td>(-0.91)</td>
<td>(-0.41)</td>
</tr>
<tr>
<td>Observations</td>
<td>434</td>
<td>434</td>
<td>434</td>
<td>434</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.65</td>
<td>0.47</td>
<td>0.56</td>
<td>0.65</td>
</tr>
</tbody>
</table>

*Note: t values are provided in brackets. ***<0.01, **<0.05, *<0.1*
experimental design, Banerjee et al. (2020) have also shown that e-governance reforms reduce leakages in program expenditures and increase employment, among others—which together have the potential to boost public revenue by increasing spending efficiency and boosting taxable bases for the government. Still another mechanism of action is improvement in quality of infrastructure that has implications for long term productivity growth. In this regard, relying on micro data from India and Indonesia, Lewis-Faupel et al. (2016) confirmed that public e-procurement practices attract high quality infrastructure contractors.

Table 4.2 also reveals that most control variables have marked influences on tax to GDP ratios across economies and over time. For instance, looking at the FE and PCSE results, GDP per capita has positive and significant effect on tax mobilization efforts suggesting expanding income broadens the taxable base for the government which is consistent, for instance, with the findings of Thornton (2014) and Yohou et al. (2016).

By contrast, movements in real effective exchange rate, agricultural share in GDP and inflation have negative significant effects implying appreciating exchange rate, large informality, and volatile macroeconomic environment hinder optimal tax collection by relevant authorities in developing economies. It is well known that stronger local currencies debilitate the external competitiveness of issuing countries by encouraging cheap imports and weakening exports. The resulting worsening of trade balance leads to external debt build up with potential macroeconomic ramifications due to inflated debt service payments, limited fiscal space, and economic stagnation. Similarly, large agricultural share of GDP also impedes tax effort in developing countries because of low value addition and punitive costs of tax administration, especially in distant and sparsely populated rural areas with limited awareness and poor infrastructure. High and volatile price changes and the attendant unpredictable macroeconomic conditions also discourage consumption, investment spending, and production which together weaken growth prospects and tax mobilization efforts.

Finally, among institutional quality indicators, governance effectiveness as well as political stability and absence of violence have strong positive influence on tax mobilization efforts in developing economies. Some predictors—like regulatory quality and voice and accountability—however, have significant negative effects which are at odds with conventional wisdom. This might be due to measurement error in those variables as they try to quantify qualitative aspects of national economies worldwide. Another possibility is misspecification in the static models. This particular problem is explored in the subsequent section by considering dynamic estimation techniques that control for omitted variable bias as well as for possible endogenous feedback effects.

Dynamic estimation results

Table 4.3 Two-step system GMM estimates of the effect of e-government on tax
<table>
<thead>
<tr>
<th>Variable</th>
<th>All sample-62</th>
<th>SSA-34</th>
<th>Remaining-28</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tax revenue</td>
<td>0.727***</td>
<td>0.713***</td>
<td>0.445</td>
</tr>
<tr>
<td></td>
<td>(33.4)</td>
<td>(33.49)</td>
<td>(1.12)</td>
</tr>
<tr>
<td>E-government</td>
<td>1.683**</td>
<td>4.45***</td>
<td>-0.846</td>
</tr>
<tr>
<td></td>
<td>(2.46)</td>
<td>(3.33)</td>
<td>(-0.32)</td>
</tr>
<tr>
<td>GDP PC</td>
<td>1.609***</td>
<td>0.009</td>
<td>10.138*</td>
</tr>
<tr>
<td></td>
<td>(4.40)</td>
<td>(0.01)</td>
<td>(1.95)</td>
</tr>
<tr>
<td>Inflation</td>
<td>-0.05**</td>
<td>-0.009**</td>
<td>-0.057</td>
</tr>
<tr>
<td></td>
<td>(-2.2)</td>
<td>(-2.45)</td>
<td>(-0.94)</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>0.091**</td>
<td>0.010</td>
<td>-0.002</td>
</tr>
<tr>
<td></td>
<td>(2.95)</td>
<td>(0.12)</td>
<td>(-0.02)</td>
</tr>
<tr>
<td>GFCF</td>
<td>0.015</td>
<td>-0.019</td>
<td>0.200**</td>
</tr>
<tr>
<td></td>
<td>(1.34)</td>
<td>(-0.35)</td>
<td>(2.66)</td>
</tr>
<tr>
<td>Exports</td>
<td>-0.04</td>
<td>-0.075**</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>(-0.41)</td>
<td>(-1.97)</td>
<td>(-0.44)</td>
</tr>
<tr>
<td>Imports</td>
<td>0.036***</td>
<td>0.108**</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>(3.55)</td>
<td>(2.24)</td>
<td>(0.45)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>0.029*</td>
<td>-0.039</td>
<td>0.238**</td>
</tr>
<tr>
<td></td>
<td>(1.83)</td>
<td>(-1.53)</td>
<td>(2.22)</td>
</tr>
<tr>
<td>REER</td>
<td>-0.045***</td>
<td>-0.002</td>
<td>-0.019</td>
</tr>
<tr>
<td></td>
<td>(-5.43)</td>
<td>(-0.11)</td>
<td>(-0.91)</td>
</tr>
<tr>
<td>Population growth</td>
<td>1.375***</td>
<td>-0.049</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>(5.16)</td>
<td>(-0.03)</td>
<td>(0.26)</td>
</tr>
<tr>
<td>Corruption</td>
<td>0.583</td>
<td>0.301</td>
<td>-4.244*</td>
</tr>
<tr>
<td></td>
<td>(1.33)</td>
<td>(0.15)</td>
<td>(-1.73)</td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>2.027***</td>
<td>-1.849</td>
<td>-5.491*</td>
</tr>
<tr>
<td></td>
<td>(3.34)</td>
<td>(-0.77)</td>
<td>(-1.80)</td>
</tr>
<tr>
<td>Political stability and absence of violence</td>
<td>1.111***</td>
<td>1.205**</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>(3.73)</td>
<td>(2.44)</td>
<td>(0.33)</td>
</tr>
<tr>
<td>Regulatory quality</td>
<td>-0.389</td>
<td>2.736</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>(-0.73)</td>
<td>(1.01)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>Rule of law</td>
<td>-2.157***</td>
<td>-1.665</td>
<td>1.196</td>
</tr>
<tr>
<td></td>
<td>(-3.10)</td>
<td>(-0.91)</td>
<td>(0.42)</td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>0.057</td>
<td>-1.389**</td>
<td>-1.896</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(-2.08)</td>
<td>(-0.93)</td>
</tr>
<tr>
<td>Constant</td>
<td>-9.172***</td>
<td>1.329</td>
<td>-81.293**</td>
</tr>
<tr>
<td></td>
<td>(-3.03)</td>
<td>(0.10)</td>
<td>(-2.20)</td>
</tr>
</tbody>
</table>

| Arellano-Bond test for AR(1)     | 0.098         | 0.168    | 0.075       |
| Arellano-Bond test for AR(2)     | 0.655         | 0.717    | 0.006       |
| Hansen test of over-identifying restrictions | 0.992 | 1.000 | 1.000       |
| Observations (net of lagged internal instruments) | 354 | 196 | 157 |

Note: Unless otherwise stated, in the ‘gmmstyle’ of xtabond2 routine for GMM estimation in Stata 17, the first lags of e-government, GFCF, exports, imports and all institutional variables have been included with symmetric instruments set at 2 for both blocks (lagged e-government and the remaining predictors).

Static specifications are potentially vulnerable to omitted variable bias problem if the empirical relationship reveals strong state dependence. In other words, if lagged value of the dependent variable enters significantly, estimating static models gives misleading results. However, including lagged dependent
as potential predictor also creates endogenous feedback effects that contaminate the consistency of the coefficient estimate for the lagged regressor. As a result efficient and consistent estimation can be achieved using the system GMM technique suggested by Blundell and Bond (1998). Table 4.3 displays three estimation results based on dynamic system GMM approach. The second, third and fourth columns represent outputs for full sample, Sub Saharan African (SSA)\(^1\) economies and the rest.

As reported in Table 4.3 column 2, lagged tax revenue has a coefficient estimate of about 0.73 and is statistically significant at 99 percent confidence level—hence justifying the necessity of applying dynamic estimation framework. The relevant results show that a unit increase in the weighted e-government index is associated with 1.7 unit increase in tax to GDP ratios across economies and overtime. The results are still significant at 95 percent confidence level. However, the magnitude of the coefficient estimate has declined by more than half compared with the FE and PCSE results reported earlier. This confirms the prior suspicion that the static models could be biased when possible persistence is present and is not accommodated. In addition, the sub sample estimation exercises reveal that the positive significant correlation between e-government and tax revenue level is stronger and more precisely identified for economies from SSA—which suggests that the full sample results are mainly driven by developments in SSA. One admissible reason could be the fact that SSA economies have, on average, lower tax collection efforts (about 13 percent relative to GDP) compared with the remaining group (15%). Apparently, starting from a lower base helps better realize the benefits of e-government on tax mobilization endeavors for economies operating below capacity.

*Sensitivity checks for system GMM results*

\(^1\) Sub Saharan Africa (SSA) versus remaining group comparison can also be taken as indirect way of controlling for impact of outlier income observations. The average per capita GDP values for SSA and the rest are 1191 and 2466, respectively, in 2015 constant USD.
Table 4.4 Alternative data transformation and variable exclusion sensitivity checks on two-step system GMM estimation results

<table>
<thead>
<tr>
<th></th>
<th>FOD-Lags (2)</th>
<th>FOD-Lags (1)</th>
<th>Without WGs</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1. Tax revenue</td>
<td>0.775***</td>
<td>0.698***</td>
<td>0.681***</td>
</tr>
<tr>
<td></td>
<td>(34.97)</td>
<td>(51.95)</td>
<td>(47.50)</td>
</tr>
<tr>
<td>E-government</td>
<td>2.322***</td>
<td>1.345**</td>
<td>3.932***</td>
</tr>
<tr>
<td></td>
<td>(3.69)</td>
<td>(2.19)</td>
<td>(6.63)</td>
</tr>
<tr>
<td>GDP PC</td>
<td>1.704***</td>
<td>0.042</td>
<td>-0.306</td>
</tr>
<tr>
<td></td>
<td>(4.64)</td>
<td>(0.14)</td>
<td>(-0.81)</td>
</tr>
<tr>
<td>Inflation</td>
<td>-0.006***</td>
<td>-0.016**</td>
<td>-0.010***</td>
</tr>
<tr>
<td></td>
<td>(-3.04)</td>
<td>(-5.17)</td>
<td>(-4.09)</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>-0.001</td>
<td>0.043</td>
<td>0.154***</td>
</tr>
<tr>
<td></td>
<td>(-0.04)</td>
<td>(1.68)</td>
<td>(9.73)</td>
</tr>
<tr>
<td>GFCF</td>
<td>0.009</td>
<td>0.044**</td>
<td>0.056***</td>
</tr>
<tr>
<td></td>
<td>(0.84)</td>
<td>(2.80)</td>
<td>(4.29)</td>
</tr>
<tr>
<td>Exports</td>
<td>-0.014</td>
<td>-0.019</td>
<td>-0.014</td>
</tr>
<tr>
<td></td>
<td>(-1.19)</td>
<td>(-1.41)</td>
<td>(-1.18)</td>
</tr>
<tr>
<td>Imports</td>
<td>0.059***</td>
<td>0.038**</td>
<td>0.033***</td>
</tr>
<tr>
<td></td>
<td>(6.71)</td>
<td>(2.32)</td>
<td>(3.38)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>-0.029</td>
<td>-0.039**</td>
<td>-0.044***</td>
</tr>
<tr>
<td></td>
<td>(-1.66)</td>
<td>(-2.68)</td>
<td>(-3.56)</td>
</tr>
<tr>
<td>REER</td>
<td>-0.041***</td>
<td>-0.021***</td>
<td>-0.024***</td>
</tr>
<tr>
<td></td>
<td>(-5.46)</td>
<td>(-5.06)</td>
<td>(-4.15)</td>
</tr>
<tr>
<td>Population growth</td>
<td>1.447***</td>
<td>-0.176</td>
<td>-0.079</td>
</tr>
<tr>
<td></td>
<td>(6.11)</td>
<td>(-0.61)</td>
<td>(-0.44)</td>
</tr>
<tr>
<td>Corruption</td>
<td>1.185**</td>
<td>0.464</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.23)</td>
<td>(0.97)</td>
<td></td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>1.560**</td>
<td>0.753</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.25)</td>
<td>(1.01)</td>
<td></td>
</tr>
<tr>
<td>Political stability and absence of violence</td>
<td>1.005***</td>
<td>0.293**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.31)</td>
<td>(2.03)</td>
<td></td>
</tr>
<tr>
<td>Regulatory quality</td>
<td>-0.650</td>
<td>-0.726*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.62)</td>
<td>(-1.69)</td>
<td></td>
</tr>
<tr>
<td>Rule of law</td>
<td>-3.325***</td>
<td>-1.296**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-3.91)</td>
<td>(-2.16)</td>
<td></td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>0.471*</td>
<td>0.396</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.80)</td>
<td>(1.08)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-10.916***</td>
<td>4.346</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-3.29)</td>
<td>(1.55)</td>
<td></td>
</tr>
</tbody>
</table>

Arellano-Bond test for AR(1) | 0.101 | 0.110 | 0.111 |
Arellano-Bond test for AR(2) | 0.725 | 0.730 | 0.697 |
Hansen test of over-identifying restrictions | 0.999 | 1.000 | 0.681 |

Table 4.5 Outlier impact sensitivity checks on two-step system GMM results

<table>
<thead>
<tr>
<th></th>
<th>Tax&lt;40</th>
<th>Tax&gt;10</th>
<th>Tax ε (10,40)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1. Tax revenue</td>
<td>0.766***</td>
<td>0.754***</td>
<td>0.721***</td>
</tr>
<tr>
<td></td>
<td>(40.46)</td>
<td>(26.45)</td>
<td>(23.48)</td>
</tr>
<tr>
<td>E-government</td>
<td>1.531**</td>
<td>1.865***</td>
<td>2.137***</td>
</tr>
<tr>
<td></td>
<td>(2.78)</td>
<td>(2.88)</td>
<td>(3.04)</td>
</tr>
<tr>
<td>GDP PC</td>
<td>0.028</td>
<td>0.141</td>
<td>0.373</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.39)</td>
<td>(1.17)</td>
</tr>
<tr>
<td>Inflation</td>
<td>-0.009***</td>
<td>-0.006***</td>
<td>-0.005***</td>
</tr>
<tr>
<td></td>
<td>(-2.16)</td>
<td>(-2.52)</td>
<td>(-2.69)</td>
</tr>
<tr>
<td>Gov. spending</td>
<td>0.038</td>
<td>0.015</td>
<td>0.0199</td>
</tr>
<tr>
<td></td>
<td>(1.60)</td>
<td>(0.59)</td>
<td>(0.60)</td>
</tr>
<tr>
<td>GFCF</td>
<td>-0.008</td>
<td>0.017</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(-0.74)</td>
<td>(1.16)</td>
<td>(0.81)</td>
</tr>
<tr>
<td>Exports</td>
<td>-0.025**</td>
<td>0.019</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>(-2.47)</td>
<td>(1.54)</td>
<td>(1.43)</td>
</tr>
<tr>
<td>Imports</td>
<td>0.051***</td>
<td>0.028**</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(4.71)</td>
<td>(2.24)</td>
<td>(1.60)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>-0.006</td>
<td>-0.012</td>
<td>-0.014</td>
</tr>
<tr>
<td></td>
<td>(-0.59)</td>
<td>(-0.90)</td>
<td>(-0.92)</td>
</tr>
<tr>
<td>REER</td>
<td>-0.027***</td>
<td>-0.028***</td>
<td>-0.041***</td>
</tr>
<tr>
<td></td>
<td>(-6.11)</td>
<td>(-2.88)</td>
<td>(-5.34)</td>
</tr>
<tr>
<td>Population growth</td>
<td>0.193</td>
<td>0.681**</td>
<td>0.695*</td>
</tr>
<tr>
<td></td>
<td>(1.00)</td>
<td>(2.51)</td>
<td>(1.88)</td>
</tr>
<tr>
<td>Corruption</td>
<td>-0.123</td>
<td>1.346***</td>
<td>1.087***</td>
</tr>
<tr>
<td></td>
<td>(-0.25)</td>
<td>(3.41)</td>
<td>(3.21)</td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>2.30***</td>
<td>1.355*</td>
<td>1.663***</td>
</tr>
<tr>
<td></td>
<td>(4.08)</td>
<td>(1.85)</td>
<td>(3.14)</td>
</tr>
<tr>
<td>Political stability and absence of violence</td>
<td>0.033</td>
<td>0.500</td>
<td>0.707**</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td>(1.54)</td>
<td>(2.43)</td>
</tr>
<tr>
<td>Regulatory quality</td>
<td>-1.482***</td>
<td>-0.496</td>
<td>-0.453</td>
</tr>
<tr>
<td></td>
<td>(-4.69)</td>
<td>(-0.96)</td>
<td>(-0.85)</td>
</tr>
<tr>
<td>Rule of law</td>
<td>-0.901</td>
<td>-3.552***</td>
<td>-3.591***</td>
</tr>
<tr>
<td></td>
<td>(-1.65)</td>
<td>(-5.90)</td>
<td>(-5.91)</td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>0.377</td>
<td>0.653*</td>
<td>0.878*</td>
</tr>
<tr>
<td></td>
<td>(1.31)</td>
<td>(1.76)</td>
<td>(1.72)</td>
</tr>
<tr>
<td>Constant</td>
<td>3.962*</td>
<td>1.345</td>
<td>1.955</td>
</tr>
<tr>
<td></td>
<td>(1.96)</td>
<td>(0.51)</td>
<td>(0.58)</td>
</tr>
</tbody>
</table>

Arellano-Bond test for AR(1) | 0.098 | 0.095 | 0.096 |
Arellano-Bond test for AR(2) | 0.655 | 0.113 | 0.144 |
Hansen test of over-identifying restrictions | 0.992 | 1.000 | 1.000 |

Note: Z values are provided in brackets ***<0.01, **<0.05, *<0.1

The symmetric lag selection in the “gmmstyle” specification of xtabond2 in Stata 17 is 2 for all specifications except for Tax<40 in Table 4.6. For Tax<40 model, the second lag order was fixed at unity to achieve desirable diagnostic test results.

Table 4.4 and Table 4.5 show various robustness test exercises to see whether the baseline system GMM results hold up in view of changing assumptions and manipulations. First, alternative data transformation is considered via forward orthogonal deviation (FOD) under two different lag choices. In FOD, the group mean for within deviation transformation does not depend on all observations. Instead, average
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values based on future data points are used to de-mean current observations. This approach somewhat relaxes the strong exogeneity requirement as applied in standard de-meaning where all observations are included in group mean calculations. In the second sensitivity test exercise, the potential for outsized influence of outlier observations is taken into account. In this case, three scenarios are examined: tax to GDP ratios below 10, above 40 or both are excluded from the original sample. Both Table 4.4 and 4.5 confirm that the economic and statistical significance of e-government remains appreciably unaffected under the candidate alternative estimation exercises. Collectively, these findings suggest that a unit increase in e-government progress induces a 1.5 to 2 unit increase in total tax revenue in the sample of developing economies included in this study.

5. Conclusions and recommendations

In recent years, think tanks, national government entities and civic society organizations accentuate the multi-dimensional benefits from expanding public services and functions electronically. This paper examines whether e-government helps improve state capacity by boosting total tax revenue mobilization efforts in a panel of 62 low income and lower middle income economies over the period from 2008 to 2020. The E-Government Development Index (EGDI) published by the United Nations was considered as the key independent variable. The choice of this target predictor was based on the fact that it is more comprehensive as it encompasses telecommunication infrastructure, human capital progress as well as online services provided by governments. The results from the application of linear fixed effect and system GMM panel econometric techniques confirm the existence of significant positive relationship between e-government progress and tax collection performance. Specifically, these findings suggest that a unit increase in e-government progress induces a 1.5 to 2 unit increase in total tax revenue in the sample of developing economies included in this study. The results were robust to a wide range of sensitivity analyses that considered alternative data transformation and outlier exclusion restrictions, among others.

The findings suggest that national governments and concerned regional and global development partners can help bolster state capacity in terms of enhanced tax collection efforts in developing countries by helping improve the quality and quantity of digital public services and functions to businesses and citizens under their jurisdictions. States with improved tax capacity can achieve better social and economic outcomes which in turn set the stage for even better, more responsive fiscal performance.

Limitations and future research directions

Data inconsistency and incompleteness did not permit this paper to realize a number of useful enquiries. Future research can extend the present study in a number of directions if and when such data availability issues are resolved. These include considering the entire club of low income and lower middle income economies; using tax revenue net of pension contributions and resource royalties; examining the effects of e-government on different tax components (e.g. direct, indirect, tariff revenues, etc.), among others.
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### Table AI: Variables sources, definition, and measurement

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition and measurement</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tax</td>
<td>Tax to GDP ratio including natural resource income and social security contributions</td>
<td>UNU-WIDER government revenue database (Central, 2022)</td>
</tr>
<tr>
<td>GDPPC</td>
<td>Real GDP per capita in 2015 constant USD</td>
<td>World Bank WDI (2022)</td>
</tr>
<tr>
<td>Agriculture</td>
<td>Agricultural share of GDP</td>
<td>UNCTAD (2022)</td>
</tr>
<tr>
<td>Inflation</td>
<td>Annual GDP deflator change</td>
<td>World Bank WDI (2022)</td>
</tr>
<tr>
<td>GFCF</td>
<td>Gross fixed capital formation relative to GDP</td>
<td>UNCTAD (2022)</td>
</tr>
<tr>
<td>Trade</td>
<td>Imports and exports expressed relative to GDP</td>
<td>UNCTAD (2022)</td>
</tr>
<tr>
<td>Population</td>
<td>The growth of population per annum</td>
<td>World Bank WDI (2022)</td>
</tr>
<tr>
<td>Government expenditure</td>
<td>General government consumption expenditure relative to GDP</td>
<td>UNCTAD (2022)</td>
</tr>
<tr>
<td>Exchange rate</td>
<td>Real effective exchange rate (where increase would imply appreciation)</td>
<td>Brueghel database (2022)</td>
</tr>
<tr>
<td>Corruption control</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
<tr>
<td>Governance effectiveness</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
<tr>
<td>Political stability and absence of violence</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
<tr>
<td>Rule of law</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
<tr>
<td>Regulatory quality</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
<tr>
<td>Voice and accountability</td>
<td>Score ranges from -2.5 (weak) to 2.5 (strong) performance</td>
<td>World Bank WGI (2022)</td>
</tr>
</tbody>
</table>
Table AII: List of 62 sampled developing economies (LICs and LMICs)

<table>
<thead>
<tr>
<th>Country</th>
<th>Region</th>
<th>Country</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afghanistan</td>
<td>South Asia</td>
<td>Philippines</td>
<td>East Asia &amp; Pacific</td>
</tr>
<tr>
<td>Angola</td>
<td>Sub-Saharan Africa</td>
<td>Rwanda</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>South Asia</td>
<td>Samoa</td>
<td>East Asia &amp; Pacific</td>
</tr>
<tr>
<td>Belize</td>
<td>LAC</td>
<td>São Tomé &amp; Principe</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Benin</td>
<td>Sub-Saharan Africa</td>
<td>Senegal</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Bhutan</td>
<td>South Asia</td>
<td>Sierra Leone</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Bolivia</td>
<td>LAC</td>
<td>Solomon Islands</td>
<td>East Asia &amp; Pacific</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>Sub-Saharan Africa</td>
<td>Sri Lanka</td>
<td>South Asia</td>
</tr>
<tr>
<td>Cabo Verde</td>
<td>Sub-Saharan Africa</td>
<td>Sudan</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Cambodia</td>
<td>East Asia &amp; Pacific</td>
<td>Tanzania</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Cameroon</td>
<td>Sub-Saharan Africa</td>
<td>Togo</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Comoros</td>
<td>Sub-Saharan Africa</td>
<td>Tunisia</td>
<td>MENA</td>
</tr>
<tr>
<td>Congo, Dem. Rep.</td>
<td>Sub-Saharan Africa</td>
<td>Uganda</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Congo, Rep.</td>
<td>Sub-Saharan Africa</td>
<td>Ukraine</td>
<td>Europe-Central Asia</td>
</tr>
<tr>
<td>Côte d'Ivoire</td>
<td>Sub-Saharan Africa</td>
<td>Vanuatu</td>
<td>East Asia &amp; Pacific</td>
</tr>
<tr>
<td>Egypt, Arab Rep.</td>
<td>MENA</td>
<td>Vietnam</td>
<td>East Asia &amp; Pacific</td>
</tr>
<tr>
<td>El Salvador</td>
<td>LAC</td>
<td>Zambia</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Eswatini</td>
<td>Sub-Saharan Africa</td>
<td>Zimbabwe</td>
<td>Sub-Saharan Africa</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gambia, The</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ghana</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guinea</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guinea-Bissau</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haiti</td>
<td>LAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Honduras</td>
<td>South Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>East Asia &amp; Pacific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>Europe-Central Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kyrgyz Republic</td>
<td>East Asia &amp; Pacific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lao PDR</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lesotho</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liberia</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Madagascar</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malawi</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mali</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mauritania</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Micronesia</td>
<td>East Asia &amp; Pacific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mongolia</td>
<td>East Asia &amp; Pacific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morocco</td>
<td>MENA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mozambique</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nepal</td>
<td>South Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nicaragua</td>
<td>LAC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Niger</td>
<td>Sub-Saharan Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Papua New Guinea</td>
<td>East Asia &amp; Pacific</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

This study examines the responses of output to shocks in government spending and tax revenue in Ethiopia over the period 1975-2015 using Structural Vector Autoregressive (SVAR) approach. The results of impulse response function and variance decomposition show that a positive government spending shock has an immediate positive and significant effect on output. On the other hand, a tax shock has a negative and statistically significant effect on output. Further, the results of long run restriction SVAR approach, indicates the government spending shock has no long run effect on tax revenue. Besides, output and tax have no permanent effect on spending; the effects are temporary and vanish in short period. These results are consistent with economic theories and empirical literatures and also the result is robust to differing Cholesky ordering, alternative data transformation, and inclusion of exogenous variables such as linear time trend and dummy variable which capture the 1991 regime change in the country. Finally, based on this finding the government has to expand tax bases and design appropriate mechanism for a better revenue collection to enhance the economic activities in the country.
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1. Introduction

Maintaining Macroeconomic Stability is one of the key development challenges facing low-income countries. In fact, this is not only a problem of low-income countries, rather Every Nations in the World wants to have Stable Macroeconomy and struggling for it. Countries, regularly implement one or combinations of Policies like, Fiscal Policy, Monetary and Exchange Rate Policies to bring high and sustainable economic growth, price stability, full employment and Balance of payments equilibrium in particulars and to keep the macroeconomy stable in general. For instance, Blinder and Solow (1974) argued that Fiscal policy can contribute to macroeconomic stability through the automatic reduction in government saving during Economic downturns and increase during upturns, moderating shocks to national expenditure. Compared to monetary policy, fiscal policy has received less attention in empirical literatures so far. However, With the recent economic recession, academics and policymakers around the world gave more attention to fiscal policy as a tool for stabilizing economic fluctuations. For instance, the developed economies implemented fiscal stimulus packages as a measure for the economic recovery immediately after unexpected shocks (Boiciuc, 2015).

Ethiopia, as one of developing economy has been facing many symptoms of an ill economy such as rising debt burden, a shortage of foreign exchange, unemployment rate, inflation, low productivity (Tadele, Cited in Yadene, 2019). The Country has implemented various fiscal policy reforms in the past decade. Most of these reforms center on indirect taxes and pro-poor expenditure patterns (Mengistu, 2013). However, the effects of fiscal policy shocks are still Controversial, as neither theoretical nor empirical studies have reached a consensus (Franta, 2012). Especially, the policy’s failure to boost economic growth during the 1970s oil shocks and recent financial crises and the associated increase in budget deficit and public debts, have led a lot of economists to be doubtful about the effectiveness of fiscal policy to smooth cyclical fluctuations (Beetsma and Giuliodori, 2011). This study has employed annual time series data from 1975 to 2015 to re-examine the macroeconomic effects of fiscal policy shocks using SVAR approach and contribute to the existing state of knowledge. The rest of the paper is organized as follows: Section 2 presents very brief literature review. Section 3 discuss methods. section 4 presents the empirical results for the effects of fiscal policy on Ethiopian GDP and compare results with previous works. Finally, Section 5 concludes the main finding of the paper and provide possible recommendations.

2. Brief Literature Review

2.1. Theoretical Foundation for Fiscal Policy

The need for and the effects of Fiscal policy has been a center of debates in economics literatures since decades, even more in periods of economic downturn (during the 1980s or recently in the 2010s), mainly focusing on the role of expansionary fiscal policy in stimulating economic growth. Theoretically, there are two main views in the economic literature: the New Keynesian and the neoclassical theories. In the New Keynesian model, a positive fiscal policy shock determines a rise in aggregate demand and labour so that both consumption and wages will rise. Conversely, in the neoclassical model a positive fiscal policy shock is regarded as a negative wealth shock because either now or in the future, the increase in government spending will need to be financed by higher taxes. Even theoretical literature suggests diverging positions with respect to the general effectiveness of fiscal policy (and fiscal stimuli packages at the end). For instance, Real business cycle models predict that an increase in government consumption
will be completely offset by the decrease in private consumption, while Keynesian models assume that the same increase will lead to an increase in private consumption.

### 2.2. Fiscal Policy Shocks and Global Empirical Evidences

In recent time there are plenty of literatures that studies the effect of fiscal policy shock on main macroeconomic variables such as; output, inflation, interest rate, investment, consumption and exchange rate. largely, in advanced nations. However, these literatures lack consistency and found very diversified outcomes even contradicted results over the effects of fiscal policy shocks. For instance, a study by Perotti (2004) shows that the effects of fiscal policy on economic activity in five OECD countries (US, Canada, Australia, Germany and UK) tend to be small and substantially weaker over time. besides, a study by Marcellino (2002) finds heterogeneous responses to fiscal shocks in France, Germany, Italy and Spain, and concludes that government spending shocks is ineffective in boosting the economy and that tax shocks have minor effects on output. Similarly, de Castro and de Cos, (2008) found that a tax shock does not significantly affect output in Spain. Differently, a study by Baxa (2012) shows that the Czech economy behaves in line with Keynesian assumptions and found that the government expenditures positively affect the economic activities. Further, the study finds that the effects of government tax shock on output is very uncertain, negative and close to zero. Contrary, by analyzing fiscal policy shocks in a group of six European transition economies (the Czech Republic, Hungary, Poland, the Slovak Republic, Bulgaria and Romania) Mirdala (2009) finds that output increases after a tax shock in the Czech Republic. some empirical studies find a negative relationship between fiscal spending and aggregate economic activity for instance a study by, Jemec, et al (2011) show that a 1% increase in government revenue makes output fall by 0.38% in Slovenia, though, the effect is only in the first quarter after the shock. Blanchard and Perotti (2002) provide evidence showing that unanticipated tax increases have strongly negative output effects. However, a study by Perotti (2005) suggest that output does not react in the U.S. in the period when the tax shock hits the economy. Therefore, this is an indication of not only theoretical disparity but also there is a strong empirical difference with regard to the effects of fiscal policy shocks on macroeconomic variables. Further, the study by, Pappa (2005) points that, fiscal shocks are difficult to identify in practice due to the “endogeneity of fiscal variables, interactions between fiscal and monetary policy variables, delays between planning, approval and implementation of fiscal policies and scarceness of reasonable zero-identifying restrictions”. However, empirical results agree on one fact only, i.e., that a positive government spending shock has a positive effect on output. The effects of a tax shock on output as well as effects of expenditure and tax shocks on other macroeconomic variables (GDP components, employment, interest rate, inflation) provide contradictory evidence.

In Ethiopia Context, there are few empirical literatures done on the macroeconomic effects of fiscal policy shocks. For instance, recently a study by Bekele (2019) examines the dynamic effect of fiscal policy shocks on macroeconomic variables in Ethiopia using SVAR approach and found that a positive spending shock has positive and significant effect on output at the cost of high inflation. Further, (Hanbiso, 2015, Weldu, 2016, Tamiru, 2017,) all found that spending shocks has positive effect on output and the effect of tax shock is mixed and statistically insignificant in most cases. Therefore, this study re-examines the effects of spending and tax shocks on output with an extended annual time series data back from 1975 to 2015 using same methodology.

3.1. Data Description

This Study relies on annual time series data, from 1975 to 2015 to examine the effects of exogenous Fiscal Policy Shocks (Government Expenditure and Tax) on output in Ethiopia using Structural VAR approach. The data for GDP, Government Spending and Tax Revenue were drawn from National Bank of Ethiopia (NBE). All variables are in log form.

3.2. Stationarity Test

Before using a time series variable for estimation, it is always essential to make sure that all the variables included in the model are stationary. Otherwise, the use of non-stationary series in econometric analyses generates spurious results, coefficient estimates without empirical support and inferential statistics with non-standard distribution (Wondemhunegn, 2020). Though, the method is criticized for not account structural breaks in the data, this paper applied the Augmented Dickey Fuller, proposed by Dickey and Fuller (1979) to test the null hypothesis that each series contains unit root against the alternative of stationary process.

3.3. Lag Selection Criteria

An important step in the estimation of the VAR model is the lag selection. This matters not only for OLS estimates of the autoregressive coefficients but also in impulse-response functions analysis. In this study, the lag selection criterion which provide adequate model will be chosen.

3.4. The Long-Run Relationship

Engle and Granger (1987) demonstrated that if two or more non-stationary series co-move in the long run (i.e., they are co-integrated), there exists a corresponding error-correction mechanism where variation in the dependent variable is influenced by the lagged-level disequilibrium in the co-integrating representation as well as by changes in other predictor variables. Long-run equilibrium relationships exist if all variables are integrated of the same order and their linear combination is stationary. The study will employ Johansen (1991) method to test for possible steady state relationships among the model variables in the long run.

3.5. Post Estimation Tests

3.5.1. Serial Correlation

The presence of autocorrelation shows that the residuals are serially correlated and the model should be adjusted before using it for hypothesis tests. Serial correlation occurs when the error term observations in a regression are correlated. This error term represents a random “shock” to the model, or something that is missing from the model. It actually means the difference between the model results and the result that would have been gotten in the real-world scenario. This study adopts Breusch-Godfrey Serial Correlation LM method to test for the residual’s correlation. The null hypothesis is that there is no serial correlation in the residuals up to the specified order.

3.5.2. Heteroscedasticity

Heteroscedasticity is simply the absence of Homoscedasticity; this implies that all its random variables
do not have the same finite variance. In the use of ordinary least square regression analysis the existence of heteroscedasticity is a major concern because one of the requirements of the linear regression model is residual homoscedasticity. The study will use the Breusch-pagan-Godfrey test where the null hypothesis is residual is homoscedastic against the alternatives there is heteroskedasticity in the residual (Breusch, T. S and Pagan, A. R, 1979).

3.6. Structural VAR Identification

Following the literature this study specifies the reduced-form VAR as follow:

$$y_t = \beta_{j0} + \sum_{i=1}^{m} \beta_y y_{ti} + e_t$$  (1) or

In separate equation, VAR specification is given as follow,

$$G_t = \sigma_{10} + \sum_{i=1}^{p} \beta_{11} G_{t-i} + \sum_{i=1}^{p} \mu_{12} RGDP_{t-i} + \sum_{i=1}^{p} \theta_{13} Tax_{t-i} + e_{1t}^G$$  (1A)

$$RGDP_t = \sigma_{20} + \sum_{i=1}^{p} \beta_{21} G_{t-i} + \sum_{i=1}^{p} \mu_{22} RGDP_{t-i} + \sum_{i=1}^{p} \theta_{23} Tax_{t-i} + e_{1t}^{RGDP}$$  (1B)

$$Tax_t = \sigma_{30} + \sum_{i=1}^{p} \beta_{31} G_{t-i} + \sum_{i=1}^{p} \mu_{32} RGDP_{t-i} + \sum_{i=1}^{p} \theta_{33} Tax_{t-i} + e_{1t}^{Tax}$$  (1C)

Where, $y_t (G, RGDP, Tax)$ is three dimensional vector of endogenous or dependent variables consisting of log tax revenue, log government spending and log real GDP; $y_{t,i}$ represents the lagged values of the dependent variables up to lag order of $T$, which will be determined using information criteria; $\delta$ and $\beta_i$ are an $N$ by 1 vector of constant terms and a 3 by 3 matrix of coefficient estimates corresponding to each lag respectively $e_{i,t} = [e_{1t}^G, e_{2t}^{RGDP}, e_{3t}^{Tax}]$ are the corresponding vector of reduced form residuals. these errors are correlated and therefore not purely exogenous.

VAR model shows only lagged effects and it doesn’t account contemporaneous relationships among variables. In addition, the innovations/shocks in a reduced form VAR do not have a direct economic interpretation, as a result Structural form of VAR comes in to bridge this gap. The VAR and SVAR, specification here, also includes a constant, a linear time trend and a dummy variable for the crisis, which I omit from the notation for convenience.

1 In this study the dummy variables are included to account for possible structural break in the data due to the 1991 regime change in Ethiopia.
As Sims says structural VAR cannot be directly estimated, it is theoretical constructs, none observable and an interpretation of historical data. Starting from reduced form VAR in equation (1) estimation we come up the structural VAR in equation (5) which isolate the exogenous shocks and measure the impact of this shocks on variables included in the model. To do that we need to get or identify matrix ‘A’. After getting matrix A, if we multiply the reduced form VAR in equation (1) by this matrix and apply simple algebra, we get the structural model, shocks and contemporaneous relation among the variable, provided in equation (2).

$$Ay_t = \beta_{i0} + \sum_{z=1}^{p} \theta_{ij} y_{t-z} + B \varepsilon_t$$  \hspace{1cm} (2)

A and B matrices are not identified without constraints, the matrix ‘A’ in equation (2) reflects the contemporaneous relation between Variables in the model. Assume matrix, B is an identity matrix, matrix ‘A’ also relates the structural shocks, $u_t$ in SVAR and forecast, $e_t$ in reduced form VAR, as follow.

$$Ae_t = Bu_t$$ \hspace{1cm} or

The forecast errors ‘$e$’ are linear combination of structural shock “$u_t$” and given as follow.

$$e_t = A^{-1}Bu_t$$ \hspace{1cm} (3)

### 3.7. Recursive Ordering (Cholesky Decomposition)

The recursive approach restricts ‘B’ to a k-dimensional identity matrix and ‘A’ to a lower triangular matrix with unit diagonal, which implies the decomposition of the variance-covariance matrix, obtained from Cholesky Decomposition. Following Sims (1980), the Cholesky decomposition is one method of identifying the impulse–response functions in a VAR and SVAR models. Assuming again matrix, B as identity, According to Cholesky decomposition the 3th equation becomes:

$$\begin{bmatrix}
e_t^G \\
e_t^{GDP} \\
e_t^T
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 \\
-a_{21} & 1 & 0 \\
-a_{31} & -a_{32} & 1
\end{bmatrix} \begin{bmatrix}
u_t^G \\
u_t^{GDP} \\
u_t^T
\end{bmatrix}$$  \hspace{1cm} (4)

In Cholesky’s restriction we assume that the value of certain coefficient set to zero and variables are ordered based on theories and reasonable assumption. Therefore, we must place restrictions on matrix $A^1$ in equation (4) in order to make impulse response and forecast error variance decomposition analyses using SVAR framework. Theoretical guidance and empirical judgment could help us to formalize some kind of causal relationships among variables within the system.

Following previous studies that investigated the fiscal policy shocks, government spending ordered first that means we assumed spending contemporaneously exogenous variable. Here, changes in government spending contemporaneously are assumed spending contemporaneously exogenous variable. For instance, the ‘a’s’ reflect certain variables in the model affect each other contemporaneously.
spending are completely predetermined with respect to the current state of the economy and do not reflect any systematic/automatic response of the government. Caldara and Kamps, (2008) states that movements in government spending, unlike movements in taxes, are largely unrelated to the business cycle, but change in spending assumed to be affect all the other variables. Real GDP ordered second and government tax ordered last. Here output is assumed to respond to shock in spending contemporaneously and taxes are contemporaneously affected by all other shocks of the variables.

3.8. The Long Run Structural VAR Approach

The structural vector autoregressive (SVAR) approach, is based on decomposing a series into its permanent and temporary components. It imposes long-run restrictions to the reduced-form VAR model. Identification scheme in the SVAR models reflects a long-run neutrality assumption so that the cumulative effect of a certain shock on the certain endogenous variable is zero based on economic theories and assumptions. By imposing certain restrictions, we can rewrite eq (3) to the following long run structural VAR form.

\[
\begin{bmatrix}
  e_t^G \\
  e_t^{GDP} \\
  e_t^T
\end{bmatrix} =
\begin{bmatrix}
  na & 0 & 0 \\
  na & na & na \\
  0 & na & na
\end{bmatrix}
\begin{bmatrix}
  u_t^G \\
  u_t^{GDP} \\
  u_t^T
\end{bmatrix}
\] (5)

Following previous works and economic assumptions the long-run restrictions is imposed as follow. Government expenditures do not have a permanent effect on tax revenues. Real output and Tax revenues do not have a permanent effect on government expenditure.

3.9. Impulse Response Function and Forecast Error Variance Decomposition

Impulse response function allows us to trace out the time path (current and future values) of the variable in our model to a one unit increase in the current value of one of the VAR errors. In order to identify the impulse responses, a restriction is applied to the main matrix ‘A’ which is termed as ‘Cholesky Decomposition’. In this process the most challenging issue is the order of the variable which plays key role as the restriction on the matrix implies some shocks have no contemporaneous effect on some of the variables in the system. Economic theory or sensible assumptions are required to order the variables. The variance decomposition displays the percentage of error made forecasting a variable over time due to a specific shock. As in impulse response function the variance decomposition applies the Cholesky decomposition for identification.

4. Results and Discussions

4.1 Results for Unit Root

Before running the VAR or SVAR model here we need to conduct unit root test for each variable by using the standard Augmented Dickey-Fuller (ADF) tests though this method criticized as it fails to account possible structural break in the data, to decide whether variables are stationary at level or at first difference. In VAR model there is an assumption that all variables should be stationary at first difference and no variable is stationary at second difference I(2). The Augmented Dickey-Fuller unit root test result is reported in Table (4.1) below.
Table 4.1. ADF unit root test of variables at level and First Difference.

<table>
<thead>
<tr>
<th>Variables</th>
<th>at Level</th>
<th>First Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant</td>
<td>Constant and Trend</td>
</tr>
<tr>
<td>RGDP</td>
<td>2.4433</td>
<td>-0.5464</td>
</tr>
<tr>
<td>Spending</td>
<td>1.5868</td>
<td>-0.6403</td>
</tr>
<tr>
<td>Tax</td>
<td>1.0688</td>
<td>-0.9373</td>
</tr>
</tbody>
</table>

Source: Own Computation

Note: *, **, and *** indicates the level of significance of each variable at 1%, 5% and 10% respectively. The lag length for ADF is selected based on SIC information criteria.

Table 4.1 presents Augmented Dickey-Fuller unit root test results. As we observe from the table all variables found non stationary at level and changed to stationary at first difference under all scenarios.

4.2. Results for Long-Run Co-integration

After unit root test, the co-integration test is the next step to see if there is long run Co-movement between or among variables included in our model. Since all variables are integrated of the same order, this study tested the possible long run relation among or between variables using Johansen Co-integration test. The results of the Johansen co-integration test presented in table (4.2) below points to one long run relationship among the variables. Such a result suggests that a structural vector error correction model could be estimated to take the cointegration relation into account. However, this would be beyond the scope of this paper. Instead, I proceed with the VAR estimation procedure which will be the basis for the SVAR analysis later on. Even, Blanchard and Perotti (2002) find no significant difference in results when imposing the cointegration relationship among the variables.

Table 4.2: Johansen Co-integration Test.

<table>
<thead>
<tr>
<th>Hypothesized</th>
<th>Trace Statistic</th>
<th>Critical Value</th>
<th>Probability**</th>
</tr>
</thead>
<tbody>
<tr>
<td>None *</td>
<td>31.2813</td>
<td>29.7971</td>
<td>0.0335</td>
</tr>
<tr>
<td>At most 1</td>
<td>11.8364</td>
<td>15.4947</td>
<td>0.1650</td>
</tr>
<tr>
<td>At most 2 *</td>
<td>4.19630</td>
<td>3.84150</td>
<td>0.0405</td>
</tr>
</tbody>
</table>

Source: Own Computation

Note: Johansen, trace test indicates 1 co-integrating equation at the 0.05 level. * Denotes rejection of the null hypothesis at 5% significance level. ** Mackinnon-Huag-Michelis (1999) P-values

4.3. Vector Autoregressive (VAR) Model

Once we checked the stationarity and Co-integration issues now our next step is estimating equation (1), with appropriate lag length and check for different model diagnostic tests. In this study the time lag was determined partly based on the information criteria and partly based on the model fit tests. The Akaike info criterion (AIC) recommend 2 period time lags. On the other, Schwarz-Bayesian criteria (SBC) and HQ criteria suggested a 0, time lag, but those models fail to meet the model adequacy tests.
Table 4.3: Results for Model Adequacy tests.

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Time lag</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial-Correlation</td>
<td>h-Time Lag</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1:h Time Lag</td>
<td>1</td>
</tr>
<tr>
<td>Heteroskedasticity</td>
<td>Joint</td>
<td>0.2629</td>
</tr>
<tr>
<td>Normality</td>
<td>Skewness Test</td>
<td>Joint</td>
</tr>
<tr>
<td></td>
<td>Kurtosis Test</td>
<td>Joint</td>
</tr>
<tr>
<td></td>
<td>Jarque Bera test</td>
<td>Joint</td>
</tr>
</tbody>
</table>

Source: Author’s Computation.

Note: the assumptions of normality, homoskedasticity, and absence of serial correlation cannot be rejected as the estimated probability values are greater than the standard probability critical value of 0.05.

Following literatures, 1 period time lag VAR model is adopted, as the model passes all model adequacy tests. as shown in Table 4.3, the LM-test for autocorrelation shows that the error terms of the VAR model are serially uncorrelated at the specified lag order and follows normal distribution based on the Jarque_Bera test of residual normality test as well as has homoscedastic errors. The VAR models is stable because the inverted roots of the model lie inside the unit circle (figure 4.1). Hamilton (1994) and Lutkepohl (2005) show that if the modulus of each eigenvalue of the companion matrix is strictly less than one, the estimated VAR is stable. This is important because when the VAR model is stable, impulse–response functions and forecast error variance decompositions have known interpretations.

4.4. Impulse Response Function and Variance Decomposition

The main motive here is to analyze the impact of a government expenditure and tax revenue shocks to endogenous variables, especially on real output. figure (4.2) and figure (4.3) present the accumulated responses of endogenous variables to a one standard deviation shock in government expenditure and tax revenue using Cholesky and SVAR approaches respectively. Further, figure 4.4 and table 4.4 (Cholesky approach) and figure 4.5 and table 4.5, (SVAR approach) presents the forecast error variance decomposition of real GDP. As we notice from figure 4.2 and 4.3 output initially, increases up to year two and then decrease between period two and three increase again between period three and four, after
the fourth quarter it remain in steady state for the remaining time horizon in response to a one standard deviation shock in government spending. This implies that a positive government spending shock seems to have a significantly positive effect on output, at least in the short-run which is in line with the majority of the literatures see, Blanchard and Perotti (2002), Perotti (2004). On the other hand, by construction tax shock assumed, it has no contemporaneous effect on output, but after the second year, output responds negatively to a one standard deviation shock in tax revenue and the tax impact is significantly small, which is again consistent with economic theories.

Source: Own Plot with Eviews 10.

Fig.4.2. Accumulated response of endogenous variables to One Standard Deviation Shock in Government Spending and tax revenues (Recursive Cholesky approach).

The results in figure 4.2 and 4.3 above further confirms that, the impulse response output in this study is robust to alternative identifications techniques, as the results from simple Cholesky and SVAR approaches are identical. The results are consistent with previous works by (Hanbiso, 2015, Weldu, 2016, Tamiru, 2017, Bekele, 2019).
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Fig. 4.3. Accumulated response of endogenous variables to One Standard Deviation shock in Government Spending and tax revenues (SV AR Approach).

The forecast error variance decomposition result for GDP is shown in table 4.4, figure 44. and table 4.5, figure 4.5 using simple Cholesky and SVAR approaches respectively. As one can clearly observe either from the tables or figures, in period one 84.59% of the forecast error variance in real GDP is explained by its own shock and government spending explain about 15.41% of the variability in output in the same year. Here the tax revenue has no immediate effect in real GDP forecasting error by assumption. However, after ten years about 18.6% of the errors in forecasting real GDP is still attributed to government spending and tax revenue shocks jointly and the remaining 81.4% is explained by real gross domestic product itself. These results hold for structural vector autoregressive approach presented in table and figure 4.5.

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>Spending</th>
<th>RGDP</th>
<th>Tax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.124844</td>
<td>15.40796</td>
<td>84.59204</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.135566</td>
<td>16.91440</td>
<td>81.97548</td>
<td>1.110114</td>
</tr>
<tr>
<td>3</td>
<td>0.135293</td>
<td>17.08634</td>
<td>81.42740</td>
<td>1.506257</td>
</tr>
<tr>
<td>4</td>
<td>0.135381</td>
<td>17.10451</td>
<td>81.37635</td>
<td>1.519139</td>
</tr>
<tr>
<td>5</td>
<td>0.135399</td>
<td>17.10463</td>
<td>81.37447</td>
<td>1.520893</td>
</tr>
<tr>
<td>6</td>
<td>0.135401</td>
<td>17.10473</td>
<td>81.37438</td>
<td>1.520899</td>
</tr>
<tr>
<td>7</td>
<td>0.135401</td>
<td>17.10474</td>
<td>81.37437</td>
<td>1.520892</td>
</tr>
<tr>
<td>8</td>
<td>0.135401</td>
<td>17.10474</td>
<td>81.37437</td>
<td>1.520892</td>
</tr>
<tr>
<td>9</td>
<td>0.135401</td>
<td>17.10474</td>
<td>81.37437</td>
<td>1.520892</td>
</tr>
<tr>
<td>10</td>
<td>0.135401</td>
<td>17.10474</td>
<td>81.37437</td>
<td>1.520892</td>
</tr>
</tbody>
</table>

Cholesky Ordering: DLSPENDING DLNRGDP DLNTAX
Table: 4.4 and Figure: 4.4, Forecast Error Variance Decomposition of GDP (Cholesky Approach).

4.5. Long Run Structural VAR Model

Figure 4.6: Cumulated Responses of Variables to a structural shock (Long Run SVAR Approach). The figure (4.6) displays the cumulative impulse response functions. As we easily notice from the graph

Source: Own Plot with Eviews 10.

Source: Own Plot with Eviews 10.
the effect of spending shock on tax revenue is temporary and do not last long, it vanishes after the second year. This implies that government spending has no permanent/long run effect on tax revenue. Further, real GDP and tax has no long run effect on government spending too, as the effects of both shocks vanish in the short run, after 3 and 4 years respectively. On the other hand, the effect of real GDP on tax revenue is immediate and permanent. This indicates that real GDP has long run effect on tax revenue. These results are consistent with the previous work see for example Mirdala (2009). The robustness tests such as different Cholesky ordering were considered found no significant difference in the results.

5. Conclusion and Recommendation

This paper investigates the macroeconomic effects of fiscal policy shocks in Ethiopia over the period 1975 to 2015 using Structural Vector Autoregressive (SVAR) approach. The results of impulse response functions as well as the forecast error variance decomposition, shows that a positive government spending shock in Ethiopia has an immediate positive and significant effect on output while, a tax shock has a negative effect on output. In addition, the results of long run restriction SVAR approach, indicates the government spending shock has no long run effect on tax revenue and output. In addition, tax and output has no permanent effect on spending, the effects are temporary and vanish in short period. These results are consistent with previous empirical works and economic theories and also robust to differing Cholesky ordering, alternative data transformation, and inclusion of exogenous variables such as deterministic linear time trend and dummy variable which capture the effects of the 1991 regime change in Ethiopia.

There are different SVAR identification strategies to analyze the effects of fiscal policy on macro variables in literatures, like the sign- restrictions approach developed by Uhlig (2005), the event-study approach introduced by Ramey and Shapiro (1998), the structural VAR approach proposed by Blanchard and Perotti (2002) later extended by Perotti (2005,2008). However, due to lack of disaggregated data on the variables of interest, this study has employed Sims (1992) Recursive SVAR identification. Therefore, re-examining the model with other SVAR methods of shock identification, with a disaggregated government spending and tax revenues data, are some of the possible extensions of this study left for further research. Finally, based on this finding the government has to expand tax bases and design appropriate mechanism for a better revenue collection to enhance the economic activities in the country.

References.


The Role of Fiscal Policy in Maintaining Macroeconomic


About The Journal

The journal has got named as “ETHIOPIAN JOURNAL OF BUSINESS MANAGEMENT AND ECONOMICS” and abbreviated thereafter as “EJBME”. It is the first dedicated a biannually peer-reviewed open access journal which focuses on diverse areas of Business and Economics such as Accounting, Business Management, Economics, Finance, Marketing Management, Public Administration, and Tourism & Hospitality Management. But academic articles and other publishable works from related disciplines and cross sectional issues are also welcome.

The Journal provides publishing opportunities for established scholars in and out the field of business and economics, and for students and young scholars who are in the early stages of their professional careers. In depth evaluation of each research paper is a prime focus of every member of the Ethiopian Journal of Business Management and Economics (EJBME) reviewer panel that ensures the novelty in each research manuscript being published. All submissions will be reviewed and evaluated based on originality, technical research and relevance to journal contributions.

The EJBME is primarily seeking original papers for the publication in this new Journal and it always welcomes original manuscripts of Research Papers, Book reviews, Review Papers, Master’s Thesis and Dissertation Chapters, Case Studies, and Other Publishable Works.

Information on How to Submit the then Papers:

Please submit your paper via E-mail to the Chief Editor: bishangary@yahoo.com or online http://uog.edu.et/journals/index.php/ejbme/. During submission, the email must bear the subject line “EJBME: Paper Submission” and the authors should also include their full contact address.